                                        INFORMATION THEORY AND CODING 
                                                                  UNIT – II
1. What is prefix coding? 
Prefix coding is variable length coding algorithm. In assigns binary digits to the messages as per their probabilities of occurrence. Prefix of the codeword means any sequence which is initial part of the codeword. In prefix code, no codeword is the prefix of any other codeword.

2. State the channel coding theorem for a discrete memoryless channel. 
Given a source of „M‟ equally likely messages, with M>>1, which is generating information t a rate R. Given channel with capacity C. Then if, 

R ≤ C 

There exists a coding technique such that the output of the source may be transmitted over the channel with probability of error in the received message which may be made arbitrarily small. 

3. Explain channel capacity theorem. 

The channel capacity of the discrete memory less channel is given as maximum average mutual information. The maximization is taken with respect to input probabilities P(xi) 

C = B log2(1+S/N) bits/sec 

Here B is channel bandwidth. 

4. Define channel capacity of the discrete memoryless channel.
The channel capacity of the discrete memoryless channel is given as maximum average mutual information. The maximization is taken with respect to input probabilities 

C = max I(X:Y)P(xi)

5. Define mutual information.
The mutual information is defined as the amount of information transferred when xi is transmitted and yi is received.it is represented by I (xi,yi) and given as, 

I (xi,yi) = log P (xi/yi)/ P(xi )bits 

6. state its two properties of mutual information 
The mutual information is symmetric.

I(X;Y) = I(X:Y) 

The mutual information is always positive 

I(X;Y) ≥ 0 

7. Define efficiency of the source encoder.
Efficiency of the source encoder is given as, 

ή = Entropy (H) . 

Avg. no. of bits in codeword(N) 

8. Define code redundancy.
It is the measure of redundancy of bits in the encoded message sequence. It is given as, 

Redundancy = 1 – code efficiency 

= 1 – ή 

It should be as low as possible
9. Define rate of information transmission across the channel. 
Rate of information transmission across the channel is given as, 

Dt = [H(X) – H(X/Y)]r bits/sec 

Here H(X) is the entropy of the source. 

H(X/Y) is the conditional entropy.
10. Define bandwidth efficiency
The ratio of channel capacity to bandwidth is called bandwidth efficiency 

Bandwidth efficiency = channel capacity (C) 

Bandwidth (B) 

11. What is the capacity of the channel having infinite bandwidth? 
The capacity of such channel is given as, 

C = 1.44 (S/N0) 

Here S/N0 is signal to noise ratio
12. Define a discrete memoryless channel.

For the discrete memoryless channels, input and output, both are discrete random variables. The current output depends only upon current input for such channel.
13. Find entropy of a source emitting symbols x, y, z with probabilities of 1/5, 1/2, 1/3 
respectively. 
p1 = 1/5, p2 = 1/2, p3 = 1/3. 

H k log 2 (1/pk) 

= 1/5 log25 + 1/2 log22 +1/3 log23 

= 1.497 bits/symbol
14. An alphabet set contains 3 letters A,B, C transmitted with probabilities of 1/3, ¼, 1/4. Find entropy.
p1 = 1/3, p2 = 1/4, p3 = 1/4. 

H k log 2 (1/pk) 

= 1/3 log23 + 1/4 log2 4 +1/4 log24 

= 1.52832 bits/symbol
15. Define information.
Amount of information : Ik = log2 (1/pk)
16. Write the properties of information 
If there is more uncertainty about the message, information carried is also more. 

If receiver knows the message being transmitted, the amount of information carried is zero. 

If I1 is the information carried by message m1, and I2 is the information carried by m2, then amount of information carried compontely due to m1 and m2 is I1+I2 

17. Calculate the amount of information if pk = ¼ 
Amount of information : Ik = log2 (1/pk) 

= log10 4 

Log10 2 

= 2 bits 

18. What is entropy?
Average information is represented by entropy. It is represented by H. 

H k log 2 (1/pk) 

19. Properties of entropy: 
Entropy is zero if the event is sure or it is impossible 

H = 0 if pk = 0 or 1 

When pk = 1/M for all the „M‟ symbols, then the symbols are equally likely for such source entropy is given as H = log2M 

Upper bound on entropy is given as

Hmax = log2M 

20. Define code variance
Variance is the measure of variability in codeword lengths. It should be as small as possible. 

k (nk - N) 

Here variance code 

pk – probability of Kth symbol 

nk – no. of bits assigned to Kth symbol 

N – avg. codeword length 

