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PROBABILITY & STATISTICS

Semester III

Subject code -3BS305HS

L T P Credits

3104

L

Prerequisites : B a sics o f Diff-erentiation, Integration and Trigonometric results.

UNIT I
Intloduction of Probability, Conditional probability, Theorem of Total probability, Baye's

Theotem and its applications, Random valiables, Types of landom variables, Probability
mass function and Probability density function, Mathematical expectations.

UNI'T il
Discrete probability distr,ibutions: Binornial and Poisson distributions, Mean, variance,
mometrt generating function and evaluation of statistical parameters for these distributions,
Moments, skewness and I(urtosis.

UNIT III
Continuous probability distlibutions, Uniform, Exponential and Normal distributions, Mean,
variance, ntoment generating function and evaluation of statistical paratneters for these

distributions

UI{IT I\/
Colrelatior-r, regression ar-rd Rank correlation. Test of significance: Large sample test for
single proportion, diffbrence of proportions, single rrean, difference of means, and difference
of standard deviations.

Course Objectives:
) Study theconceptsof, Plobability and
random var iables
) To plovide the l<nowledge of discrete
probabi I ity Distributions
F To leam theoretical continuous
probability distributions.
) To provide the knowledge of correlation
and reglession.
) To lealn the concept of small sample
tests and curvc flttins

l. To undelstand concepts of probability
and random variables
2. Apply various probability distributions to
solve practical problems, to estimate
unknown parameters of populations
3. Find Mean, variance, moment generating
fui-rction and statistical parameters of
continuous probability d'istributions
4, To perform a regression analysis and to
compute and interpret the coefficient of
conelation
5. Evalr-rate t-distribution, F-distribution and
chisquare distributions. Fitting of straight
line, parabola and exponential cnrves.

L

Course Outcomes:



UNIT V
t-Test for single rrean, diffelence of means, f-test fol ratio of valiances, Chi-square test for
goodness of fit and independence of attlibutes. Curve f,rtting by the method of least squares:

fitting of straight lines, second degree parabolas and more genelal curves,

TEXT BOOKS

1 . Dr.B. S. Glewal, Higher.EngineeringMathematics, KhannaPublicatins,43
Edition,20 14. (unit 1 -5)

2. Advance Engineering Mathematics by R.K.Jain and Iyengar,Fifth Edition,
NarosaPuoblications (unit 1 -5)

3. EngineeringMathematics,P.Sivaramakrishna Das & C, VijayaKumar,Pearson India
Education Services Pr4.Ltd.

REFERENCE BOOKS

1. Fundamentals of Mathematical statistics, S.C.Gupta&V.K.Kapoor, S.Chand pub.

2. W. Fel1er, "An lntroduction to Probabrlity Theory and its Applications", Vol. 1, Wiley,
1 968
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Course Code t'.'ourse fitle Core/ Hlective

3ES3OIEC Srvitching Theory and Logic Design Core

Prerequisite

Contact Hours per
Week

CM SEH Credits

L 'r Il J)

:, 0 0 40 60 3

Course Outcomes:
Students will be able ro :-

I Able to understand nurnber systems and codes.
2 Able to solve Boolean expressions using Minimization methods.
3 Able to design the combinational circuits and understand HDL
4 Able to write code for various gates and combinationai logic circuits
5 Able to apply state reduction methods to solve sequential circuits.
6 Able to design ltr{emories using PI-Ds

I"JNIT -I
Binary Systems, Boollar algebra and Lo;;ic Gar'-er;

Digital Systems.Bina:i,ilriylrers,Nurnb;:,'ll,as::.:rr-,ersiorr:;.Octal andHexadecimal Numbers.
Complements.SignsuB[ri:il'[l\lumbe"s ii.narVC.rdel,;.Bnai'TStorageandRegistersBinaryLogic

T}NIT.II

Basic Dehnitions .,'r\x,ir).T.ir,t'r: Defini.ic.r, c,l' lo,:llean eLIgebra. Ilasic Theorems and Properties
of Boolean AigebLa. ll;,r,eeur Irur,cticni;. laroriica, anC Standard Forms. Other Logic
Operations. Digital Lr-,i_u c liates.

Gatc-l.evel Minir.aiza;iiin: 'l'he t.i-Map, hlietl',o,C Fcur-Variable Map. Five-Variable Map.
Product ol' Sums liimlI i llca .i on. I-ron " t-,-'arc {.'i:',ldit ionr;

Course Objectives:
l. To understand basie number systems, codes and logical gates.
2. To understand the concepts of Boolean algebra & use of minimlzation logic to solve the

Boolean logic expressions..
3, '['o understand t]re design ol'combinational and sequential circuits.
4. 'l'o understand I{DL
5. 'fo understand the state reduction methods for sequential circuits.
6. To understand the basics of various types of memories



Sequential Logic Design, Synchronous Sequential l,ogic
Sequential Circuits, Latcires. Flip-Iriops. AIaiysis ofClocked Sequential Circuits HDL For

Sequential Cilcuits. Stale Reductior and Assignment Design Procedure

RegisteN ad Counters.
RegisteLs. Shiil Registers. Ripple Courtcrs. Svnch|onous Counters. Other Counters. HD[, lbr
Regislers and Cotmtcrs

UNTT ItI

C o ur b inati,.r nai Logi; l),:;i!.n

NAND ald NOR lmplementalion. Other Two- l,evel Implementations Exclusive-OR

Function. Hadware Description Language (HDL)^ HDt, lor iogic gales

Combinational Cilcuits. Analysis Procodure. Design Procedue Binary Adder- Sublractot'

Decinal Adder. Billary lrlulriplier. \4agnitudo Comparator' Decoders. Encoders.

Multiplexers. HDL For Combinational Circuits.

UNIT _ IV

UNIT - V

Memory and Programrnable I-ogic
Introduction. Ralldoln-Access Memory. Memory Decoding. Error Delectioll and Correction.

Read-On1y Memory. Programmable Logic Array. lrogrammable Array Logic. Sequential

Progranmable Devices.

P vate Limited. Delhi lndia
5. ZVI Kohavi. "S\\'itching and Iinite Aulonata thoory", Tata M raw ill

t,

,!'fi,qD oF

Suggested Reading:
l. Digital Design,3r'd Edilion, M. Moris N{ano, Pea.rson Education, Inc,,2002

2. A.k .Singh. :'F'oundarion of Digilal Blectronics and Logic design". New Age international'

3. Fundamentals ofDigital Circuits, A. Ananda Kunar', PHI,2002
4. Rajaraman & RadhalrishMn, "Digilal Logic and Computer Organization". PHI Leaming

T
DEPARTMSNT OF ECE

METIIODIST C()TLEGI OF TNGG. & TECH.

ABIDS, HYDERABAD.



DATABASE MANAGEMENT SYSTEMS

Semester III

Subject code - 3PC301CS

Prerequisites: Data Structures

L T P Credits

300 3

Course Objectives: Course Outcomes:

) To get familiar with fundamental
concepts of database management which
includes database design, database

languages, and database-system
irnplernentation.

F To get larniiiar rvith data stolage
techniques and indexing.

) To impalt linowledge in transaction
Management, concurrency control
techniques and recovely techniciues.

) To master the basics of SQL and

construot quelies Lrsing SQL.
F To become fhmiliar with database storage

structules ancl access techniques

1. Develop the knowledge of fundamental
concepts of database management and

Designing a database using ER modelling
approach.

2. Implement storage ol data, indexing, and

hashing.
3. Apply the knowledge about transaction

management, concurfency control and

recovery of database systems.

4. Ability to design entity relationship rnodel
and convelt entity lelationship diagrams

into RDBMS and formulate SQL quelies
on the data

5. Apply the knowledge to letrieve database

fi'om mr,rltiple table using Sql and PVsql

UNIT I

Introduction to Databzrse and System Alchrtecture: Database Systems and their Applications,

Database Vs File System, Vielr, of Data, Data Nlodels, Database Languages- DDL and DML,

Transaction Management, Database users and Adrninistratols, Database System Structure.

Introduction to Database Design: ER Diagrams, Entities, Attributes and Entity sets,

Relationships ancl Reltrtionship set, Extended ER Features, Conceptual Design with the ER

Model, Logical clatabase Design.

UNIT II

SQL Queries and Constraints: SQL Data Definition, Types of SQL Comtnands, Form of
Basic SQL Quely, SQL Operators, Set Operators, , Agglegate Operators, NULL values

,Functions, Inte-urity Constraints Over Relations, Joilrs, Nested Queries, Intloduction to

Views, Destroying / Altering Tables and Views, PLiSQL Functions and Stored procedures

,Cursors, Triggers and Active Databases.

UNIT ITI

Relational Moclcl: httroduction to Relationerl Model, Basic Sttttctule, Database Schema,

Keys, Relational Atgebra and Relational Calcr-rlr-rs. Storage and Indexing: File Olganizations

and

(

L
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Indexing-Overview of Indexes, Types of Indexes, Index Data Structures, Tree structured

Indexing, Hash based Indexing.

UNIT IV

Schema Refinement and Normal Forms: Introcluction to Schema Retinement, Functional

Dependencies, Reasoning about FD, Normal Forms and Normalization: INF,2NF,3NF,

BCNF,4NF, 5NF. Properties of Decomposition

UNIT V

Transaction Managernent: Transaction coucept, Transaction State, Implementation of

Atomicity ancl Dulability, conculrent Executions, Serializability, Recovelability,

Imple,rentation of lsolation, Testing for Serializability. Concurrency Control: Lock based

Protocols, Timestamp based protocols, Recovery System: Recovery and Atomicity' Log

based recovery, Shadow Paging, Recovely with concun'ent Transactions, Buffer

Management.

TEXTI]OOi{S

l. Datzr base Management Systems, Ragl-tulama Itishnan, Johannes Gehrke, III Edition,

TATA McGraw Hill.
2. Data base System Concepts, Silberschatz, Kofih, V Edition, McGralv Hill'

3. lntroduction to Database Systems, C.J.DatePearsonEducation'

4. Database Systems design, lmplementation, and Management, Rob &coronel ,v
Edition

REFERENCE, BOOKS

1. Database Management System, E,lmasriNavate, PeaLsonEducation'

Z. Database Management S1z51e6' Matherv Leon'Leo

::$.;



DISCRETE NIATHEMATICS

Semester - III

Subject code - 3PC302CS

L T P Credits

300 3

L\

UNIT I

Mathematical Logic: Statements and notations, Connectives, Well-formed formulas, Truth
Tables, tar.rtology, equivalence implication, Normal forms, Quantifiels, univelsal quantifiers.
Predicates: P'.'edicative logic, Free & Bound variables, Rr-rles of infereirce, Consistency,
proof ofcontladiction, Automatic Theorem Proving

UNIT II

Set Theory and Rclations:Basic Concepts of Set Theory, Relations and Oldering,Propefties
of Binary Relations, equivalence, transitive closuLe, compatibility and paltial oldering
relations Hasse Diaglam.
Functions: Composition of lLrnctions, In\rersr: Functions, Recursive Functions, Lattice and its
Properties

UNIT III

Algebraic structurcs: Algebraic Systems-Examples and General Propelties, Semi groups
and Monoids, -{roups, sub gtor-rps, honronror-phism, Isomorphisrn, Fields, Rings, Integral
dorrains
Elcntcntary Conrbinatorics: Basis of counting, Combinations & Pelmutations, with
repetitions,Constnrined repetitions, Binomial Coefficients, Binomial Multinomial theorems,
the principles oflnclusion - Exclusion. Pigeon hole principles and its application.

UNIT IY

Recurrence Relntions: Recurrence Relattions, Solving Linear Recurrence Relations,Divide-
and-ConqLrer Algorithrns and Recnrence Relations, Generating Functions, Inclusion-
Exclusion, Appl ications of Inc lusion-Exclusion.

Course Objectives: Course Outcomes:

Rules of int-erence and Quantifiers

telminology of functions, relations, and

sets.

Normal slibgroups, Rings iind Field

induction to reculsion and recursively
defined structnres.

the concepts of Graphs and Tlees

I. Apply mathematical logic to solve
problems

2. Illustrate by examples the basic
terrninology of functions, relations, and

sets and demonstrate knowledge of their
assoc iated operat ions.

3. Iclentifu structures of algebraic nature and

apply basic counting techniques to solve
cornbinatorial problems.

4. Formulate problems and solve recurrence
lelations.

5. Apply Graph Theory in solving computer
science problems

\.



UNIT V

Graphs: Graphs ancl Graph h4odels, Ciraph Terminology and Special Types of Graphs,
iLepresenting Graphs and Graph Isomclphisrl, Crxnectivitlz, Euler ancl Harnilton Paths,
Shorlest-Patir Ilroblems. Planar Graphs, Graph Cobring.
Trces: Introciuction to Trees, Applications of Trees. Tree Traversal, Spanuing Trees,
Minimurl Spanning Trees.

TEXT BOOI(S

1. Drscr.cte h4ilthernatics anci its z\pLica'iions" Kenneth H. I{oserr, FifihEditicln.TMH
2. E,lerncnts of Discrete N4athematics- A Compr-rtel Oriented Approach- C L Liu, D P

Ivto hap zrtra. Tliird Edition. Tata lvic Grar.vl{ill.
3. Disclete N4athernatics for Con-ipntel Scientists & Mathernaticians, .1.L. Mott, A.

Kandel, .P. Bakel,Second Edition. PHL

REFERENCE BOOKS

1. Disclete Mathernatical StructLrres 'fheory and Application- Malik &
S en,FirslE dition.Cengage Learning.

2. Discletc h'lathematics with Applications, J'homas Koshy, First Edition, Elsevier

$&
{
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COMPUTER ORGANIZATION AND MICROPROCESSOR

L T P CreditsSemester III

Subject code - 3PC303CS 300 3

L

Course Objectives: Course Outcomes:

)To explore the l/O organizations in depth.
FTo learn tl-re fundamentals of computer
organization and its relevance to classical ar-rd

modern problems of computer design.
)To be fhnriliarized with the hardrvare
components and concepts related to the

memory organization.
)To be faniiliarized with the hardrvare
cornponents and concepts related to the input-
outpt-tt organization
) Undelstand tilc concepts and applications
of Intelnet of Things ,Building blocks of
Internet of Things and characteristics

1. Recall and apply a basic concept of block
diaglam of computer (CPU) with
Microprocessor processor IINIT (MPU)

2. Undetstand the intemal architecture and
legister organization of 8086

3. Apply knowledge and demonstrate
progranrming proficiency using the various
addressing modes and instruction sets of
8086

4. ldentily and compare ditlerent methods for
computer l/O mechanisms

5. Categorze memory organization and explain
the function of each element of a memory
hierarchy

UNIT I

Basic Couii;utei Orgiinization: Functions oi CPU, IiO tINITs, Nlerriory: Instruction:
Instluclion Founats- One addless, two addresses, zero addresses and three addresses and
compalisor.r; addressing modes with numeric examples: Proglam Control- Status bit
conditions, conditional branch instructions, Program lnterrupts: Types of Interrupts

UNIT II

8086 CPU Pi;i Diagrunr: Special flrnctions of general plupose registers, Segment register,
concept ol'prpelinir-ig, 8086 FIag register', Addressing rnodes of 8086
Pipelining: Introductioll, processors, perlomlance, hazards, super scalar operations and

perfonnance cousiderat ions

UNIT III

8086-lnstructi0n lbrrnats: assernbly Language Programs involving br:anch &, Call
instluctions, sorting, evaluation of arithrnetic expressions.

UNIT IV

Input-Output Organizations I/O Vs Menrory Bus, Isolated Vs Memory-Mapped I/O,
AsynchronoLrs clata Transfer Techniclues, Asyrchronous Serial transfer - Asynchronous

Commuriication interface (8251), Modes of-transfer Programmed I/O, Interrupt Initiated I/O,

DMA; DMA Controller (8257), IOP-CPU-IOP Communication, Intel 8089 IOP



L

UNIT V

Memora Organizations: Memoly hierarchy, Main Memory, RAM, ROM Chips, Memory
Address Map, N4emory Connection to CPU, associate memory, Cache Memory, Data Cache,

Instruction cache, Miss and Hit ratio, Access time, associative, set associative, mapping,

waiting into cache, Introduction to vil'tual memory

TEXTBOOIdS

1. Comptrtel system Architecture: Monis Mano, Third Edition,
2. Computer Organization and Architecture-William Stallings, Sixth Edition,

PearsorVPHI.

3. Advancecl Vlicro Processor and Peripherals- Hall/ A K Ray

REFERENCE BOOKS

1. Con-rputel Organization V. Car'l Harnacher, Safl,vat G. Zaky, ZvonkoVlanesic, Zvonko
G Vranesic,Fifth Edition

2. Microprocessor Architectlrre, Programming, Applications with 8085, Ramesh S

Gaonkar', Fifth Edition, Prentice 1Ia11,2002

,1
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ESSENCE OF' INDI,{I{ TRADITIONAL KNOWLEDGE

Semester III

Subject code - 3l{C;t0t2IIS

L T P Credits

200 0

Course Objectives: Course Outcomes

F To reinforce the students understanding
with the Pan-Indian heritage in terms of
culture, traditions and knowledge.
) To impart understanding ofthe importance
of the roots of the traditional knorvledge and
types.
F To impart basic knowledge on ttre
evolution of the muitiple languages that
highl ight India's dir,ersiry.
D To know Indian Languages. Philosophies,
Religion, Literature, Fine alts and
Technology.
) To explore the Ancient Science, Scientists,
in Medieval and Modern India: ttre
education system.

I Under,;tanc1 the concepts of Indian culture
ar-:,C I'rir<l,tions and their importance.
2, D is;tr rrguish the Indian languages and

Xi , era -u rr:

3 L,earn :he philosophy of ancient, medieval
ar ,C n'rocl':m India.
1 A;qLrire ttre information about the fine
ar:s irr nrrrlia
j: i(nou the contribution of scientists of
di lfbrent eras, interpret the concepts and the
ir,rporlance to protect Intellectual properly
o, the' rrzrlion.

UNIT I
Dawn of human civrliza[Lon and erolt'tic.,n uf verric,us cul[ures, Introduction to Culture:
Civilization, Cultlrr enc. Ir..'ritage, (leireral ,;hr,nac-erirtic;,. of culture, impoftance of culture in
human literature, Indi;l Cultlrre. y'.ncient [nr;lir Medi:,,,zLi India, Modern India

UNIT II
Indian Languages Cur[u'e .rr J Litelalrlre: Indlir'rrr I angual:.;s and Literature-I:the evolution and

role of Sanskrit, sigr,il-c:rnr;e of ;c:.pfiLre!i :, ,:urr(rrrt society -lndian philosophies, other
Sanskrit literature, 1it;ratre ol sorta Irdi;r. ndilnL Languages and Literature-ll: -Northern
Indian languages & lit::,:at;rt'

UNIT III
Religion and Philosophy: -Religion and Fhilosophy in ancient India -Religion and Philosophy
in medieval India -R.eiigious reforrn movements in modern India (selected movements only)

UNIT IV

Fine Arts in [ndia rir.rt '.,'er:hnolc,g.;& Err11i,:eringl: ..;ndian Painting, Indian handicrafts,
Music: Divisions ol l,ldi::ri classic rrusi:, rrarrr.lern Irrdian music, Dance and Drama, Indian
Architecture (ancie:'rl, nr:dleval an<l rr,od:rr), l:cit,ncc an,l Ter:hnologl,in India: development
of science in ancier,:, .'nedi:r rl and rr,Ll(l€rn inlia. Th,'lir lelation in terms of modern scientific
perspective, Protectior cf tlarjitionz,l <nc'vlt:d1,e, signific;nce, value to economy, role of

L



L

govemment in protection of indigenous knorvledge and technology, protection of traditional

knowledge bill, 2016.

UNIT \/

Educatiol System in India: Education in ancient, medieval and modeln India,Aims of
education, subjects, languages, Science and Scientists of Ancient India, Science and

Scientists of Medieval lndia, Scientists of Modeln India

TEXTBOOKS

1. Inclian I(nowledge Systems (2 Vols-Set), IGpil I(apoor and Avadhesh KumarSingh;

ISBN 10: 8124603367 / ISBN 13: 9788124603369, Published by D K Printworld,

Publication Date:2007
2. Science in Samsloit, SamskritaBharati, Published by SamskritaBharati, NewDelhi, India,

2001;ISBN 10: 81 81276339 / ISBN 13: 9788187276333
3. Traditionai I(nowledge System and Technology in India, Book by Basanta

KumarMohanta and Vipin I( Singh, oliginally published: 2012 Publication Date:

20l2;ISBN 10 8\71023 10lISBN 13: 9788 111023101,

4. 1.7-Position paper, National Focus Group on Arts, Music, Dance and TheatreNCERT,

March 2006,ISBN 8l-1450-494-X, NCERT, New Delhi, 2010.

5. Inclian Art and Culture, 4th Eclition, By Nitin Singhania, ISBN:9354601804

9789354601 80,+, O 2022 1Pubilshed: Decembet 20, 202i
6. 'E,ducation ancl Exarnination Systems in Ancient India, writterVautholed/edited byS.

NaLain', publishecl 2oll, English-Haldcover, ISBN 9789351282518 publisher:Kalpaz

Publications.
7. Satya Prakash, Founders of Sciences in Ancient India, VUay Kumal Publisher', NewDelhi,

r 989
8. M. Hil'iyanna, Essentitrls of Indian Pillosophy, MotilalBanarsidass Pr,rblishers, New

Delhi, 2005

\
\
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DATABASE MANAGEMENT SYSTEMS LAB

Semestcr [II

Subject cocie - 3PC351CS

Prerequisites: C Lzrnguage

L T P Credits

002 1

Course Objectives Course Outcomes:

F To practice various DDL, DML
cormnarrds in SQL

) To write simple and Conrplex queries in
SQL

) To plactice various Functions, Jons&sub
queries in SQL

F To write PL/SQLusing cursors and

collections
F To wlite PL/SQL using Stored

Procedur es

1. Design and irnplement a database schema

fol a given problem

2. Develop the query statements with the help

of structured query language.

3. Populate and quely a database using SQL

and PL/SQL
4. Develop multi-user database application
5. Design and implement E-R model for the

given recluirements

(_

\_

List of l)t'ogr':r ttts:

1. Creation of database Tables (exercising the all SQL commands)
2. Simple anc courplex condition query creation using SQL Pius

3. Creation of database Tables using Integlity constraints and Functions
4. Simple and complex condition query creation using Joins

5. Simple and complex condition qLrery creation using Sr-rb queries and set opetators

6, Cleation of \/ier,vs (exercising the all types of views)
7. Writing PL/SQL function and cursors

8. Writing PL/SQL stored procedure and triggers
9. Creation of Forms and reports for student Information, library infotmation, Pay roll etc.

10. Case Study: Design Database for Banl<
:> Collect the infomation Re lated with Bank organrzation
:> Draw E-1{ Diagrams for Banl<
:> Reduoe E-R Diaglams to tabies
:> Normalize your Database up to 3'd Normal form
:> Retdeve Banl< infbrmation using SQL commands



COIv{PUTER ORGANIZATIOI AND MICROPROCESSOR LAB

Semester III

Subject code - -l PC352 CS

Prerequisites: C Language

L T P Credits

0027

t

Course Objectives: Course Outcomes:

) Provide practical hands on expelience

with Assembly LangLrage Pr ogr amming.

) Familial u,ith the architecture and

Instruction set of lntel 8086

rnicroprocessor.

) Familiarize the students with intertacing
of various per iphelal clevices with 8086

microprocessors.

) Identifz a detailed s/w & h/w structure

of the Microprocessor'.

) Develop the programs for
microprocessor based applications.

I . InterprettheprinciplesofAssemblyl.anguagePr
ogramming,

instructions et indevelop ingmi cropro ce s sorbased

applications

2. Develop Applications such as:8-bit Addition,
Multiplication, and Division, array operations,

swapping, negative and positive numbers.

3 . B u ildi nterfaceso fl nput-outputandotherunits

4. Understand working of instruction set and
addressing modes

5. Analyze the function of traffic light
controller.

List of Programs:

1. Tutor ialswith8086kit/MASMsoftwaretool. (Data transfer instructions)
2. Arithnretic operations

3. Adciressing modes

4. Branch instructions

5. Logical instructions

6. Searching.

7. Sorting

8. Displayastringofcharactelsusing82T9.

9. Inter focingseven-segmentlEDusing8255.

10. A case study on traff,rclight signal controller.

I
6 tB*
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PYTHON PROGRAMMING LAB

Semesterlll L T P Credits

Subjectcode-3Pc3s3cs 0 0 4 2

Prerequisite: iirperience with a high-lcvel language (C/C++, Java, MATLAB)

ListofPrograms
1. Develop program to demonstrate different number datatypes in py'thon

2. Develop program to understand the control stmctures of python
3. Develop program on String rnanipulation
4. Develop program to petfolrntarii'lus operations on files
5. Dcvelolt llrograms to leerm diffelent types of structures (list, dictionary, tuples) in

pl,thon
6. Devclop programs to leam concept of fur-rctions scoping, recursion and list nrutability

1. Deveiop proglam to demonsttate classes and OOP principles

8. Develop programs to undelstand r,vorking of exception handling and assertions

9. Develop event driven GUI programs

I0. Exploltr clil['orent debLrgging methods irl Py'thon: A Case StLrdy

TEXTBOOI<S

1. Kenleth A. Lambert, The Fundatlentals of Python: First Programs, 2nd Edition,

2017 , Cengage Learning

2. John \z Guttag. "Introduc[ion to Conrputation and Plogramming Using Py'thon",

Plettticc FIrrll trf Intlia

REFERENCE BOOKS / LINKS

1. Mark Summerfield. -Programming 
in Pytlion 3: A Complete introduction to the

Py4hon Latrguagc, Addison-Wesley Profcssiotlal, 2009.

2. Allen B. Dorvney, "Thinli Python: I-lou,to Think Like a Computer Scientist,,,,, 2nd

edjtion, Updated for Py'thon 3, ShrofflO,,Rei[[y Publishers, 2016

3. NPTEL Course, Ptogramn-iing, Data Stt'ttctures and Algorithms using Pyhon,

Course Objectives: Course Outcomes:

) To learn horv to design and program using
lists, tuples, and dictionalies.
) To learn horv to use indexing and slicing to
access data ir-r Pyhon prograrrs.
P To learLr stlucILlrc and components of a

Python and to r ead and write files.
) To learn how to design object-oriented
programs with Pyhon classes and Exception
handling tecltniques.
) To learn hor.v to design and build the GUI
applications r-isirg p14hon

1. Develop solutions to simple computational
problems using Python programs.
2. Solve problems using conditionals and loops
in P1,thon.

3. Develop Python programs by defining
functions and calling thern.

4. Use Python lists, tuples and dictionaries for
replesenting compound data.

5. Develop Py'thon programs for GUI
applications



Lird<: http s : //nptel. ac. in/courses/ 1 06 1 06 1 45

4.NPTE,L Coulse, The Joy of Computing using Python,

Link: https:i/nptel. ac. inlcourses/ 1 06 1 06 1 82

5. FOSSEE. Plthon,Link: https://python'fbssee'ir/
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SKILL DEVELOPMENT COURSE.I

Semester III

Subject code - 3PW354 CS

LTP Credits

I00 2

Guiclelines for Evaluation of Shill Developmertt

1. Continuous Evaiuation method is adopted for skill deveiopment courses of all

semesters ancl40 tnirrks are allocated for CIE.

At the end of each moclule, the student isevaluated by allocating malks as given under.

Observation- 10 rnarks

Continuous Performance and Execution -20 tnarks

Viva-Voce-10rnalks
Average of marks obtained ir-i all experiments is consideled as the marksobtained in CIE

2. The Semester End Examination shall be conducted with an external examiner

and the inter-nal exam.iner for 60 marks. The external examiner shall be appointed by

the principal flom the panel of examiners recommended by Controller of Evaluation and

Board of Stuclies.

Quiz/ Skill Test/Assignment/ Mini Project- 40 marks

\\ra--ssw-1t nar\rs
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CISCO INTRODUCTION TO INTERNET OF THINGS (IoT)

L T P CreditsSemester -III
Subject code - 3PW354CS 0021

Course Objectives: Course Outcomes

information into action, creating
unprecedented economic oppol'tunity.

opelational techno logy and infbrmatio n

technology systems.

evaluating and solving ploblems are

being transformed.

considerecl u,hen inrp lementing IoT
solutions.

Packet Tracer, a netwolk configuration
simulation tool

1. Explain the meaning and impact of Digital
Transformation. '

2. Apply basic proglamming to support loT
devices.

3. Explain how data provides value to Digital
Business and Society.

4. Explain the benefits of automation in the

digitized world.
5. Explain the need for enhanced security in

the digitized world and discovel
oppoltunities provided'by digital
transformation.

MODULE 1: Everything is Connected

Digital Translormation: Explair-r trow digital tlansformation affects business, industry, and

our daily lives, explain how digital transformation enables innovation, explain how networks

provide the platform foL Digital Business and society.

Devices that Con:iect tn the IoT: Configr-u'e an IoT device to connect to the network,

describe tlte exponential growth of connected IoT devices, configure devices to communicate

in the IoT

MODULE 2: llverything Becomcs Programmable

Appl), Basic lrrogramnring to Support IoT Devices: Use Python to create plograms that

accept r-rser inpr:t and read and rvrite to external files, Describe basic proglamming variables

and fgndamentals. Apply basic ptogramn'ring variables and fundamentals in Blockly' Apply

basic progranrnring variables and filndamentals using Python

Prototyping Your [clea: Explain prototyping and its purpose,Describe Prototyping, Describe

the varioLts tools and materials to use to prototlpe.

\--
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MODULE 3: Everything Generates Dattl

Big Data:Explain the concept of Big Data, Describe the sources of Big Data, Explain the

challenges and solutions to Big Data storage, Explain how Big Data anallics are used to

supporl Business.

N'IODULE 4: EverYthing Can be Automatccl

WSat Can be Automated?: Explain how digitization allows business plocesses to embrace

automation, Describe autornation Explain horv artificial intelligence and machine learning

impact ar.ttontation. Explail horv intent-based networking adapts to changing business needs'

MODULE 5: Everything Needs to be Secured

Security in the Digitized World: Explain u,hy security is important in the digitized world'

Explain the ncecl tbr security in the digitized world, explain how to help secule the cotporate

world, and explain l'row to secure personal data and devices'

REFERENCES

I IntroclLrction to IoT by CISCO Netwolk Academy, Version 2'0,Jr-rly 2018
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CSE Semester - IV
Scheme of

ExaminationScheme of InstructionCourse
Code

Course TitleS.

No. a

q)

QSEET P/D
H "stri9L

CoursesTheo

60
a
J3 40J 0 0

So J,
Optirnization & Problem

ues
1 3HS4O4HS

440 601 0 4JData2 3PC4O4CS
1J40 600

a
JfJ 03PC4O5CS Sa

J
60 J3 401J 0 0NetlvorksC4 3PC4O6CS

2Fluman Values Professional
EthrcsJtlS4q3\{S

Practical / Laborato Courses
40 60 IZ Za 03PC455CS6

60 12 400 0 2uter Networks LabCo7 3PC456CS
24 40 600 0 2'kZ3PC457CS Java Pro Lab8

4D 6D l0 0 2 23PW4s8CS Skill Deve Course- II9
540 2025 360Total Credits

(
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OPTIMIZATION & PROBLEM SOLVING TECHNIQUES

Semestel'l\/

Subject code: 3HS404HS

L T P Credits

3003

Course Objectives Course Outcomes:

F Prepare the stlrdents to have the

knowledge of Linear Proglarnming

Problen-r in operations,
F Study Economic Intelpletation, Post

optimal of sensitivity analysis
D Use var-iables fol formulating
con-iplex mathematical models in

management soience, industr ial
engineering aucl transporlation rnodels.

) Make str-Ldents understand the

concept replacetnent n-rodels.

F Prepale the students to r-rnderstand

the theory of Game in operations
resealch

1. Soive Linear Plogramming Pro,blems by

various methods
2. Finding relationship between primal and dual

so lution, Economic Interpretation Research.

3. Understand the mathematical tools that are

needed to solve optimization problems like
Transportation models

4. Unclerstand the Assignment models,

replacement models with change in money

value considering with tin-re and without
tirne.

5. Unclerstand the theory of Game in operations

research at the end students r,vould able to

explainapplications of Game theory in
decision for conflict.

UNIT I

Introduction: Definition and scope of operations Research'

Linear Programnring: Iltroduction, Forrnulation of Linear programming ploblem, graphical

methocl of solvrng LP problen-r, sin-rplex method, maximization and minimization,

Degeneracy in LPP, Unbounded and, Infeasible solutions'

UNIT II

Duality: Defilition. Itelationship between primal and dual solution, Economic Interpretation,

Post optimal o I sensitivity analysis, Dual sinlplex method'

UNIT III

Transportation N/todels: Fincling an initiaI feasible Solr-rtion-North West corner method,

lctrst cost petltocl. Vogcl's Approximation trcthod, Finding the optimal soltltion, optimal

solLrtion by stcpping stone and MODI methods, special cases in Transportation Problems-

Unbalanced Tt'atnsportation problem.

UNIT IV

Assignmelt 1,16[rlcrns: Hr-rngariar-r Method o1'Assignment problem, Maximization tn

Assiglltelt problent. unbalanced problem, problems rvith restrictions, travelling salesman

problen-is.

(_



Replacemet;t nrcciels: Ir-rtloduction, replacenrent of iterns that deteriorate ignoring change in

money valne, replacement of items that deteriorate considering change in money value with

time, replacement of items that fail suddenly- Individual replacement policy, Group

replacement policy.

UNIT V

Game Theor5,; Introduction, 2 person zero slurr games, Maximin - Minimax principle of

Dominance, Solution fol mixed strategy problems, Graphical method for 2x nand mx2

games.

Sequencing Nlodels: lntroduction, General assumptions, processing n jobs through 2

machines, rocessing 'n' jobs thror-Lgh rn machines, Processing 2 jobs tluough m machines.

TEXTtsOOKS

l.FIamdy,A.Taha,"OperationsResearch- An Introdr-rction ", Sixth Edition, Plentice Hall of
India Pvt.Ltd..l99l

2.S.D Sharma. Operatious Research. I(edalnath, Ramnath& Co., Meerut,2009

3.J.B.Gr-rpta,"UtilizationofElectricPowerandElectricTraction"S.I(.I(ataria&Sons
Publications,20l0HrweyM.Wagner,Principleso0perationsResearch,SecondEdition,Prenti
ceHalloflndia Ltd., 1 980.

4.V.I(.Kapool,Opet ati onsResealch,S. Chand Pr-rb1ishers,NewDelhi,2004

5.It.PaneerSelvan-i,OperzrtionsResearch,SecondEdition,PHlLearningPvt.Ltd.,New

Delhi,2008.
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DATA N{INING

Semester - lV

Subject code - 3PC404CS

L T P Credits

3104

Course Olrje,:iivls: Course Outcomes

) Introduce tlie basic concepts of Data

Warehouse and Data Mining
F Introcluce curlent trends in data mining

) Identify data mining problems and

implerlent the drita warehouse

) Write association ntles for a given data

pattet'n.

) Choose betrveen classification and

clustering solution

I. Understand the principles of Data

Warehousing and Data Mining.

2. Implementing data warehouse architecture

and its applications.

3. Organize and prepare the data needed for

clata n-rining using preprocessing techniques

4. Implement the applopriate data mining

methods like classification, association and

clustering on a given data set.

5. Understanding the imporlance of data

rnining application and using the most
fol the realistic str

UNIT I

Data Warehousing & Modeliug:
Basic Co,cepts: bata Walehousing: A rnLrltitiel Alchitectule, Data warehouse models:

Enterpr-ise tvarehouse, Data mart and viltual r,vaLehouse, Extlaction, Ttansformation an<i

loading, Data Cube: A rnulticlimensional cltrta model, Stals, Snorvflakes and Fact

constellations: Schemas fol multidimensional Data modeis, Dimensions: The role of concept

Hierarchies, Measures: Their Categorization and computation, Typical OLAP Operations'

UNIT II

Data rvareholsc implernentation& Data mining: Efficient Data Cr-rbe computation: An

oveLviorv, ltclexilrg 9LAP Data: Bitmap inclex and join inclex, Efficient processing of oLAP

Queries, OLAP server Architecture ROLAP velsus MOLAP Versus HOLAP'

Introduction: wirat is data mining, challenges, Data Mining Tasks.

Data: Types of Data, Data Quatity, Data Preprocessing, Measures of Similarity and

Dissimilarity.

UNIT III

Association r\nal1,sis: Association Analysis: Problem Definition, Freqr,rent Item set

Generation, Rnle generation. Altelnative Methods for Generating Frequent Item sets, FP-

Growth Algorithm, Evaluation of Association Patterns'

UNIT IV

Classiticatioii riirrl Precliction: - Issues Regarding Classification and Prediction

Classification by Decision Tree Introduction - Bayesian Classification - Rule Based

Classjficatior-r - Classil'rcation by Back propagation - Support Vector Machines - Associative

Classification - Lazy Learners - Other Classification Methods - Prediction - Accuracy and

f



Erlor lvleasul'es - livaluating the Accnracy of a Classiller or Predictor - Ensemble Methods -
Model Section.

UNIT V

Cluster Analysis: - Types of Data in Clr.rster Analysis - A Categorization of Major

Clusteling N4ethocls - Partitioning Methods ilierarchical methods - Density-Based Methods

- Gricl-Based Metliods - Model-Based Clusteling Methods - Clustering I{igli-Dimensional

Data - Constraint-Based Clustel Analysis - Outlier Analysis'

TEXTBOOKS

t. Piitig-NilirL, T;rir. N,tichael Steinbach, \'ipin I(umar: Introcluction to Data Mining,

Peil son, f ir"st irnpression,20 I 4.

2.3iawei llan, Vlichelinet(anrber, Jian Pei; Data Mining -Concepts and Techniques,3rd

E dit ion, M olgan l(ar-rfinann Publisher', 2A 1 ? .

REFERE,NCE BOOKS

1. Sarl An:ihory, Dennis N4urray: Datar Warehousing in the Real World, Pearson, Tenth

In-rpression,2012.
2. Michael. .1. Berry, Gordon. S. Linoff: Mastering Data Mining, Wiley Edition, second

edtion,2012.
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OPERATING SYSTEMS

Semester - [V

Subject code - 3PC405CS

LT P Credits

0301

(__

Course Objectives: Course Outcomes:

) To lealn the I'undamentals of Operating
Systerns.

D To learn the mechanisms of OS to
handle processes and ttu'eads and theil
communication.

) To learn the niechanisms involved in
memory ntanagcirle nt in contemporary
os.

F To gain lcnowledge on distributed
operating system concepts that includes

alchitectur e, Mutual exclusion
algorithms, deadlock detection.

! To knorv the contponents and

managcrreilt aspects of coucur-rency

rnanagemeut

l.Desclibe the concepts of OS sttucture and

Process slmchronization

2.Evaluate and design different process

scheduling algorithms

3.ldentify the rationale behind various

melnory management techniques along with
rssues and challenges of main memory and

virtual memory

4.Compare different file allocation methods

and decide appropriate file allocation
st lategies

-5.Describe the rnechanisms available is OS to

contlol access to resources and provide

system security.

(*

UNIT I

Operating Systenrs C)verviov: Introduction, operating system operations, process

manager-nent, rrcntorv ntanagelnent, storage management, protection and security, distributed

systems.

Operating Systems Structures: Operating systern selvices and systems calls, system

p-gru-r, operating system structure- Layered, Monolithic, Microkernel Operating Systems,

Concept of Virtual Machine, and operating systoms generations.

UNIT II

Proccss Managenient: Process concepts, process state, process control block, scheduling

queues, process schecluling, nrultithleaded programming, threads in UNIX, comparison of
I-INIX and r'r,indolvs.

Concurrencl, and S),nchronization: Plocess synchronization, critical section problem,

PeteLson's solutior-r, synchu'onization halchvare, semaphores, classic problems of
synchronizatiol. reaclers ancl rvriters problerl, dining philosophers problem, monitors,

synchronization examples(Solaris), atomic transactions. Comparison of IINIX and windows.

Case stuclv: System call interface for process rxanagetnent-folk, exit, wait, waitpid, exec.

UNIT III

Dcaclloclis: Systcnt ntoclcl, cletrcllock chalactct'izatiott, deadloch preventiott, detection and

avoiclance. r'euo\/ery fi'om deadlock banket's irlgorithm.

Memor5, Management: Swapping, contiglrous melnory allocation, paging, structure of the

page table, segn,entation, virtual menrory, cler-nand paging, page-replacement algorithms,

allocation of frame s, thrashing, case study - UNIX.



UNIT IV

File Systern: Concept of a file, access methods. directoly structure, file system mounting, file

sharing, protection. L-iie system implementation: file system structuLe, file system

implementation, clirectory implementation, allocation methods, fl'ee-space management,

efficiency ancl perfbrmance, col)lparison of LJNIX and windows.

Secondary-Storage Structure: Disk structute, Disk scheduling algorithms, Disk

Managemert, RAID structure.

UNIT V

I/O System: Ii4ass storage structule - oveLvierv of mass stolage structure, disk structure, disk

attachment, clisk schedr,rling algorithms, swap space management, stable storage

implementation, tertiary storage structure.

I/t): Hardwar.e, application I/O interface, kemel I/O subsystem, transforming I/O requests to

hardware opet'ations, streams, performance.

TEXTBOOiiS

1. Abrahaur Silberschatz, Peter B Galvin, Greg Gagne, Opelating System Concepts

Essentials, 9th Edition, Wiley Asia Student Edition, 20ll '

2. William Stallings, Operating Systems: Internals and Design Principles, 5th Edition,

Prentice Hall of Indta,2016.
3. Andreu, S. TanenbaLun (2007), Modern Operating Systems, 2nd edition, Prentice Hall

of Inclia, lrrdra.

REFERENCE BOOKS

l. Maurice Bach, Design of the Unix Operating Systems, Sth Edition, Prentice-Hall of

India,2009.
Z. Danicl p. I3ove[, Marco Cesati, Understanding the Linux I(ernel, 3rd Edition, O'Reilly

and Associates.
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COMPUTER NETWORKS

Semester - lV

Subject code - 3PC406CS

L T P Credits

300 3

Course Objectives Course Outcomes

) To provide a conceptual foundation for
the study of data communications using the

open Systems interconnect (OSI) model for
layered alc[ritect Lrre.

)To study tL're prir-rciples of network
protocols ancl internetw'orking
)To understand the Network secttrity and

lntemet applications.
)To understand tlie perfolmance of data

link layer protocols for error and flow
control.
)To unclcrstanil varioLLs routing protocols
and netr,r,ork se ciility.

l.Understand and explain the concept of Data
Communication and networks, layered
architecture and theil applications
2.Evaluate data communication link
considering elementary concepts of data link
layer protocols for error detection and

conection
3.lnterpret the network layet', routing
protocols and analyse how to assign the IP
addresses for the given netr,vork
4. ExaLline the Transporl layer services and

1.lrotocols.
5.Comprehend the functionality of application
layer

UNIT I

trmtruduetiom {.o Datit communica{;icn: i{ciriesentation of data conunutticittiou, florv of
nctrvorl;.s, ]'ri-'t',,.,or1i Tlpcs: i.AN. \\/AlJ, h,'1."\N. h\ettvork Topologies: Bus, Star, Ring,

Ilybrid. Lilttr it;lrllgurzrtious. Rele rence Vlodels, OSl, TCP/IP, Transmissiolt media

Technitlues fur Banrlrvidth utilization: N,{ultiplexing -Frequenoy division, tirne division

and lval,e division. Asvucltronous and synchronotts transmission

UNIT'II

Data Linl< i,tvri" Flalning, Error Detection and Couection: Fundamentals, Block coding,

Hanming Distiince, CRC
Florv ControI anrl Error Control Protocols:Stop and Wait, go back - N ARQ, Selective

Repeat AI{Q, Sliding Windorv, Pi-tg1'backing, IIDLC
Multiple Access Protocols:ALOHA, CSMA, CSMA/CD, CSMA/CA.

UNIT III

Netrvork [,it,o,cr Switching Techniqncs lCircuit and Packet) concept, Netivork layer

Services, Sub-nett ing cotrcepts

Itouting algorithnrs: Shortest Path Rouling, Flooding, Hierarchical routiug, Broadcast,

N4ulticast, Distancc Vector Routing, ancl Clonqestion Control Algorithrns.

UNIT IV

Intenlct lo{ctu,orkirrg: Truinelling, Fragrnerl.ation, Congestion Control(Leaky Bucket and
'l'ol<etr Iluckct Algorithm). Intc:rttet contlol pi'olocols: ARI'], RARP and DHCP
'!-he Nttrvol"tr< L*ver irt Enrtcl'tlct: IPV4, [P\,'6, IP Actrclrcssirlg, NAT.

\_
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UNIT V

Transport l,*,vex': Transport Serviccs, L,lcments of Transporl Layer, Connection

lnanagemel]t,'I'CIP a1d UDP protocols, Qo S itnpro ving techniqr-res.

Application Layer: Domain Name System, SNMP, SMTP, HTTP, Bluetooth

TEXTBCIO{dg

L Alclrerv S i'anenbaum, "Computet Networlis," 5/e, PearSon EducatiOn, 2011.

2. Behrouz r\. Ij'orouzan, "I)atil Cotnmunication andNetworking,"4le, 'fN'{H, 2008

3. \\,rilliarr Staliiitgts, "I)ata and Computer Comtlunications," 8ie, PHI. 2004"

1{tiF FII{Eric I i]{x} KS

1. Douglas ECorncr', "Cornputel Netrvorks iind Internet", Pearson Education Asia, 2000'

2. Pral<ashLl. Gr-rpta. "Data Cornmunications ancl Conputer Netrvorks", PHI learning,2013

L
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OPERATING SYSTEMS LAB

Semester - [V

Subject codc - 3PC455 CS

L T P Credits

1200

Course Obiectives: Course Outcomes:

! To Learn variolts system calls in Linux

) Tolearn ditteicnt tlPes of CPU

schedr"iling algorithms.

) ToDernonstrate the usage of semaphores

fol solving syncl-ronization problem

F ToUnderstand mernory management

techniclues and different types of
fiagrnentation.

) To Learn various disk scheduling

algorithms

1. Use different system calls for writing

application programs

2. Evaluate the perforrnance of different

types of CPU scheduling algorithms.

3. Implement producer-consumer problem,

readel-writels problem, Dining
philo sopher' s Problem.

1. Simulate Banker's algolithm for deadlock

avoidance.
5. lmplement paging replacement and disk

List of Progr*nts(preferrecl programlning language is C)

Perforln r cilsc stucly by i[stalli[g and exploring various types of operating systems on

a physical or logical (virtual) machine

l. Write C pr-ograms to implement L\IIX system calls and file management system calls.

2. Write c programs to demonstrate various process related concepts.

3. Write C ltrogrnnls to cletnoustrate variolts thlead related concepts'

4. Wlite C ptograrns to sirnulate CPU scheclr-rling algorithms: FCFS, SJF, Round Robin

5. Write C programs to simr-rlate Intra & Inter-Process Communication (IPC) techniques:

Pipes, Messages Queues, Shared Memory'

6. Write C prograrns to simulate solutions to Classical Process Synchlonization Problems:

Dining Philosophers, Producer-consumer, Readers-writers

7 . Write a C program to sirnulate Bankers r\lgor ithm for Deadlock Avoidance'

8. Write C prograrls to su'uulilte Page Replacement Algorithms: FIFO, LRU

9. WriLe C progral-rs to sirnr-rlate implementatiott of Disk Schedurling Algolithrns: FCFS,

SSTF.

10. Shell pr.ogranrming: creating a script, n-raking a script executable, shell syntax

(variables, conditions, control stmctures, Iunctions, and commands).

(_



COMPUTER NETWORKS LAB

Semester - l\/

Subject code - 3PC456CS

L T P Credits

002 1

Course Objectives: Course Outcomes:

) Learn to conrm.ttnicate betr,veen two
desktops

F Learn to in"rplement different protocols

F Be fan-riliar lvith socket programming

D Be lamiliar with valious routing
algolithms

) Be familiar ri,itli cliffelent simr"rlation

tools
} Use simulation tools to analyze

pelformance ol various nettvork
protocols

1. Demonstrate a broad knowledge of the area

of computer networking and its tenninology
2. Understand to configure intelmediary

network devices

3. Program using sockets

4. Use simulation tools to analyze the

performance of various network protocols

5.lmplement and analyze various routing
algorithms.

List of Progratls

1. Running and using services/commands like tcpdump, netstat, ifconfig, nslookup, FTP,

TELNET ancl trace route, Capture ping and trace route PDUs using network protocol

aualyzer lud cxantine
2. Impleu-rent the clata link la.1er fiaming methods such as character-stuffing and bit stuffing

3. Irnplen'rent on a clataset of charactets usin,q CRC polynomialsCRC 12 and CRC 16

4. Initial ConfigLrration of routel and switch (using real devices or simulatols)

5. Design ancl iniplement the lbllowing experirnents using packet tracer software

I. SimLrlation of netwolk topologies

II. Configulation of network using different routing protocols

6.Do the follou,ing using NS2,NS3,trletSim or any other equivalent tool

I. SirnLrlation of Congestion Control Algoritl'rn-rs

iI. Simulatictn o1' RoLtting Algorithms

7, Socket proglltntnting trsing UDI' and TCP (e.g sirnple DNS, date & time ciient/server, echo

client/server, iterative & concurrent servers)

8.Programming r-rsing RPC

s qYra



JAVA PROGRAMMING LAB

Semester - I\r

Subject corie - 3PC458 CS

Prerequisite: Plogr amring iC

L T P Credits

0042

Course Objectives: Course Outcomes

F To implenrcnt variotts java concepts.

F To write java programs to solve
mathetnzrtics, science and engineering
ploblerns.

) To identify compile tirne and runtime
errors, syntax and logical erl'ors

) To in-rport tlie essentials ofjava class

libraly and user defined packages.

) To develop skills in internet
progtamn-ring using applets and swings

1 . To understand the use of OOPs concepts.

2. Develop Java progt'am using packages,

inher itance and interface.

3. Develop java programs to implement error
handling techniques using exception
handling.

4. Derzelop gLaphical user interfirce using
AWT.

5. Demonstrate event hanclling mechanism

L

List of Prograrns

1. Implenrent tire concept of classes and objects.

2. hnpleurent Arrays to a given application.

3. Use StLing and String Tokenizer classes and develop a java programs'

4. Develop a java progratns Using interlaces and packages.

5. Develop Java Programs using inheritauce,

6. Develop .lava prograrns using Method ovelloading and method overriding.

1. Develop java ploglams using Exception handling (using tty, catch, throw, throws and

flnally),
8. Develop java programs using Multitlueading (using Thread class and Runnable

interface, synchronization).

9. Develop java programs using collections (using list, set, Map and generics).

10. CASE STUDY: Develop a program to calculate SGPA & CGPA of a student and

display the progress report.

INPUT:
INPUT

ROLL NO NAME
HOW MANY SEMESTE,RS?

Semestel wise : Subject Code, Subject
Name And Marks



OUTPUT:
Progress report of <NAME>
Roll No:
Prograrn(BE/ME)
Branch:
College Code and Name:

Note: The above experiments can be irlplernented using any IDE

L

Semester-III Grades
Subiect 1:

Subject 2:

Subject 3:

SGPA :

CGPA:

Semester-II Grades
Subject l:
Subject 2:

Subject 3:

SGPA :

CGPA:

Sernestct-I Grades
Sub-iect i:
Subject 2:

Subject 3:

SGPA:
I CGPA:

Year of

'rgq



SKILL DEVELOPNIENT C OURSE-II

Sernester IV

Subject code - 3PW458CS

LTP
002

Credits

1

Guidelines lbr Evaluation of Skill Development

1. Continuous Evaluation method is adopted for skill development cot'u'ses of ail

semesters anc140 marks at'e allocated for CIE'

At the end of each module, the student isevahiated by allocating malks as given under'

Observation- I 0 rnarl<s

Continuous Perfortnance and Execution -20 rnarks

Viva-Voce-10malks
Average of marks obtained in all experiments is considered as the marksobtained in CIE

Z. The Sernester End Examination shall be conducted with an external examiner

and the internal examiner for 60 marks. The extemal examiner shall be appointed by

the pr-incipal fr.om the panel of examiners recorltrlended by Controller of Evaluation and

Board of Studies.

Quiz/ Skill Test/Assigntlent/ Mini Project- 40 marks

Viva-voce-20 n"ralks

(_-



CISCO CCNA MODULE I

Scmcstcl li

Subject code - 3PW458CS

L 'l P Credits

002 1

Coursr 0bjrcti\'cs Course Outcomcs

,. J}p1ail thc rdllnies irt nrodcrtr
r,:nvork trl|:rologics. .or11lgur L' IP

adcltcs-s. Ils"* ortls ctc
> Explain hot net*or1< prrkrcols enrblc

clevices !o rrcccss loceLllnd lcrlote
nctwoak lcsources

> ExpLaLLr ho\\' rolrtcrs tlsc nct\\1)rl( hvcl
proloaoli rLrxL i.l \ icas 1o erablc cnJ-Lo-
enrl cLr;rrr.. t rr iLr'

; Inplerucrr; ll'\'-+ ind II'\'6 addressing
scherrc

i Conlrgurc a s\\,iLch pofi to bc assigncLl

to a VL.,\N hllsed on rcqLlircmcuts.

l. Build sirrplc 1-A\s- pellitnr basic
L'onllgurations fi)r roLrlels and s*itches,
l. lnrplelncnt lP\'4 and lPv6 addrcssillg
schcrncs.

L tmplenlenl VI ANs and tlunking in a

swilchcd rct\\ork
1. lnplcmenl DIlCPr,4 to opclilte ircross

rnLLlliplc I A\s rnd explai i1o\1, \vt,ANs
.nlLble ct\!'ork conncetivil).

-5. DevcLop critical thinking and pt'obLctl
soh rrg ski11s using rcal erluiprnent and Cisco
I'ircliet Tracer.

NIODLLI] i:
Netrvorlcing L.Llu)': \et\\'ork Afllct oLrr Livcs. \ctu,olk Cornponents, Nctwork topologies,

Tr'pcs olNctu orlis
Basic S\itch Nlrl Hnd Derice flonfigu|irtion: IOS Access. Conurand SlructLrre. blsic dc\icc
conligurltion. Ports lLnd adLjressas, conliguIing II'lddrcss. pt'otocols and rrodcls

uoDl.L[ :

Physical Lrl-r: lrLrodLrction to crbles, Nutrb.r Slslelns
Datl Linli La)'.r: 'l-opokrgies. Dnla Link li.l)li:
Ethcrnct S\\ ilchi lg ,p11,.",,g1 p1x6rc. \lr\(l Addrcss Table

NIODUI-E I \':
ICNIP. Trlnslior'1 lel'er : TC'P & 111)l'

Application Lir)cr: Web rnd cnlllil frolocols. ll',\clclcssitig Sen'ices

ttoDtiLL \':
t\_elworli S!'!r riL.\, FLLrdament0ls: Nct\\,ork AlLrcks- Devicc Scctlrity

REITEIIIiNCIiS
CC\A I{OI]TI\(J & S\\iI'I'CHIN(] I}Y CIS( (] III.ESS

\IODI. t.lt Hl:
N.nvork lry.r : lPrl lLrd II'r'(r plcket. r(ldr.s.irlg oflP\4 ind IP\6
Address Re-.,,.1r!on: N'],,\C' & iP, Aitl. IPr'6 \cighbour Discovety


