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ABSTRACT 

 

Fragmentation is the fundamental concern of rock blasting and it measures the effectiveness of 

blasting. Fragmentation is sensitive to not only the interrelationship among the design variables, but 

also is sensitive to local geology. Local geological conditions have a significant impact on the success 

of a blasting operation. The initial steps in these studies involved, determining the effect of rock 

properties on fragmentation via a literature search and the amount and quality of the geological data 

being utilized in blast pattern design at that time. The literature survey and then studies conducted 

clearly indicated that rock properties play a major role in determining both the fragmentation 

characteristics of a blast and the main blast pattern design parameters of burden, spacing, stemming 

and sub depth lengths if the same explosive and blasthole diameter is used.  

 

INTRODUCTION 

 

Geological conditions in the given bench being blasted have a significant impact on the success of a 

blasting operation. Among various parameters, the single most important geological consideration is 

geological structure. Different structural discontinuities like joints, bedding planes and their 

orientation with respect to the bench face, and mud or soft seams can have a serious influence on the 

blasting process both from a performance and safety standpoint. 

 

Soft seams, such as mud layers cause severe violence and poor fragmentation. Soft seams result in 

instantaneous release (escape) of the gaseous energy, since they often move as a hydraulic fluid. Soft 

seams can be thrown to significant distances with fly rock travelling with them. Also, bedding planes 

in non-homogeneous rock layers, depending on their location can cause potential for rock overhangs, 

unexpected muck pile height, toe problems, back breakage and differences in fragmentation in each 

rock layer. The beds layering also may a a considerable influence on burden movement.  

 

The most effective method of optimizing mining costs is through efficient blasting as the degree of 

fragmentation affects the loading, hauling and crushing functions. Therefore, many mining operations 

are utilizing optimum blasting defined as that blasting practice which minimizes overall mining costs. 

Following are the four major variables influencing the blasting results: 

 Explosive parameters - explosive density, VOD, gas volume, detonation pressure etc. 

 Charge loading parameters - diameter and length of explosive, stemming length, sub depth, 

decoupling etc. 

 Blast geometry - burden, blasthole spacing, shape and size of blast, initiation sequence, delay 

timing etc. 

 Rock properties - density, compressive strength, tensile strength, Young's Modulus, Poisson's 

ratio, intensity of bedding, jointing and shearing, structure etc. 
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JOINTING CHARACTERISTICS 

 

Jointing is the occurrence of joint sets forming the system or pattern of joints as well as the amount or 

intensity of joints. The network of joints in the massifs between the weaknesses zones can according 

to Selmer-Olsen (1964) be characterized as 'the detailed jointing'. 

 

Joint Sets 

 

Field studies of several workers have shown that rocks are invariably jointed in preferential directions 

and occur in joint sets. Two or three prominent sets and one or more minor sets often occur; in 

addition random joints may be present. Pollard and Aydin (1988) propose that each continuous joint 

set have been formed during a single deformation episode. 

 

The conditions of the joints in the various sets can vary greatly depending on their mode of origin and 

the type of rocks in which they occur. Not only can the size and average spacing of joints vary, but 

also the other characteristics mentioned above. Variations in these properties cause that one joint set 

can have very different effect on the shear strength characteristics than another.  

 

Although some characteristics are common for joints of different sets in a structural region, it does 

not, however, seem to be any general connection between all joint conditions in the different types of 

rock. Thus, for each of the joint sets, within a structural region with similar jointing characteristics, 

the various properties of each set must be considered individually.  

 

In many cases one joints set is dominant, being both larger and/or more frequent than joints of other 

sets in the same locality. This set is often referred to as the main joint set (or by geologists as primary 

joints). Often, only one more joint set is developed (Price, 1969). 

 

Joint Spacing 

 

Joint spacings varying from some millimetres to many metres may often seem arbitrary. There are, 

however, sometimes certain trends in the density of joints caused by spacings.  

 

Nieto (1983) has observed variations in average spacing between joints from centimetres in highly 

tectonized rocks (folded, faulted, and intruded) of all types to more than 10 metres in massive, 

horizontally layered rocks. The regularity of joint spacing decreases with the amount of tectonic 

activity of the area.  

 

Similarly, Pollard and Aydin (1988) mention that spacing of joints in some sets in intrusive igneous 

rocks is not uniform and that distances between joints range from less than 20 cm to more than 25 m, 

and that clusters of joints crop out sporadically.  

 

Pollard and Aydin (1988) have further observed regular distribution of joints in sedimentary rocks 

and that the spacing of joints can scale with the thickness of the layer. Nieto (1983) mentions a 

general trend to a marked increase in the spacing or even the virtual disappearance of joints in flat-

lying sedimentary sequences at depths of as little as 100m.  

Pollard and Aydin (1988) suggest from field data that the following other factors also influence joint 

spacing: 
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 Two joint sets in the same lithological unit often have different spacings.  

 Spacing of joints in different lithological units of comparable thickness can be different.  

 Spacing can change as a joint set evolves. For example, columnar jointing - initiated at a flow 

base show an increase in spacing towards the interior - and the number of joints in a 

sedimentary unit decreases with distance from the initiation surface. The spacing of cooling 

joints that grow from the top of a lava flow is smaller than the spacing of those that grow up 

from the base. This has been attributed to a faster cooling rate at the flow top.  

 

In addition two other trends should be mentioned: 

o Rock masses that have undergone tectonic disturbance often present clusters of joints (joint 

zones).  

o Often the joint Spacing is also influenced by weathering, as there often is an increase in 

jointing density within the zone of weathering, especially where mechanical disintegration 

has taken place. 

 

Jointing Pattern and Block Types 

 

Joint patterns comprising of more than one set are common in nature.  Piteau (1970) has observed 

that in instances where jointing is considered to have random distribution, it is usually the case that 

several joint sets occur simultaneously or are superimposed on earlier sets and the resulting 

complexity gives the appearance of randomness. Although there are many varieties of joint patterns in 

nature, there are few types of joint intersection geometries, which can be classified as orthogonal (+ 

intersections) and non-orthogonal (X intersections) (Fig. 1). Both types can be divided into three 

groups according to the persistence of the joints at intersections:  

 All joints are persistent (crossing other joints)  

 Some persistent, some non-persistent  

 All joints are non-persistent  

 

 

         
A. Orthogonal pattern, with persistent sets (+ intersection) 

B. Non-orthogonal pattern, with persistent sets (X intersections) 

C. Orthogonal pattern, one set is persistent (T intersections) 
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D. Non-orthogonal pattern, one set with persistent joints 

E. Orthogonal pattern, both sets have mainly discontinuous joints 

F. Non-orthogonal pattern, both sets have mainly discontinuous joints 

G. Triple intersections with all joints 

H. Triple intersections with 120
°
 angles 

FIG. 1 SCHEMATIC ILLUSTRATION OF MAIN JOINT PATTERNS 

(Pollard and Aydin, 1988) 

 

Pollard and Aydin (1988) have observed that orthogonal joints often terminate against persistent 

joints. They mention, however, that there are many examples of joints that apparently cut across 

bedding interfaces and other joints. The + or X types of such intersections seem to contradict the 

notion that older discontinuities act as barriers to joint propagation, as implied by T intersections. The 

results from analyses carried out by Kikuchi et al. (1985) of joint connections in granitic rocks 

showed that most of the joints belonged to the X type, but also the T type and the + type were 

frequently observed. The joint termination type mainly belonged to the T type. Dershowitz and 

Einstein (1988) mention that 60% of joints in Stripa, Sweden terminate at T-type intersections; in 

other places 42% of this type has been recorded. According to Price (1969) joints frequently occur in 

relatively narrow zones, in which one joint is replaced en echelon by another joint, which is slightly 

off-set  (Fig. 2). 

 

 
FIG. 2  JOINTS ARE SOMETIMES ARRANGED IN ZONES WITH REDUCED SPACING AND 

REPLACING EACH OTHER EN ECHELON (modified from Price, 1969) 

 

Block Types and Sizes 

 

The joint sets and possible random joints divide the rock volumes into characteristic blocks. The 

jointing pattern and the difference in spacing between the joints within each joint set determine the 

shape of the resulting blocks, which can take the form of cubes, rhombohedrons, tetrahedrons, sheets 

etc. Müller et al. (1970) have made the division of block shapes as shown below in Table-2. 
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TABLE – 2   CLASSIFICATION OF BLOCK TYPES (Müller et al., 1970) 

 
Another characterization into block types has been presented by Dearman (1991), based on a 

description by Matula and Holzer (1978) as shown in Table-3 and Fig. 3. 

 

TABLE - 3  BLOCK TYPES AND JOINTING CHARACTERISTICS (Dearman, 1991) 

Type of block  Jointing characteristics 

 

Polyhedral blocks 

 

 

Tabular blocks  

 

 

 

Prismatic blocks  

 

 

Equidimensional 

blocks  

 

 

Rhomboidal 

blocks 

 

 

Columnar blocks 

 

Irregular jointing without arrangement into distinct sets, and of small joints. 

 

One dominant set of parallel joints, for example bedding planes, with other 

non-persistent joints; thickness of blocks much less than length or width. 

 

Two dominant sets of joints, approximately orthogonal and parallel, with a 

third irregular set; thickness of blocks much less than length or width. 

 

Three dominant sets of joints, approximately orthogonal, with occasional 

irregular joints, giving equidimensional blocks. 

 

Three (or more) dominant mutually oblique sets of joints, giving oblique-

shaped, equidimensional blocks. 

 

Several, - usually more than three, - sets of continuous, parallel joints; 

length much greater than other dimensions. 

 

Sen and Eissa (1991) has given the following, simpler characterization of block types: 

Prismatic block: The three dimensions of these blocks are individually significant in their definitions. 

Platy blocks   : These are similar to slabs where two of the three dimensions are relatively larger 

than the third dimension. 

Bar blocks       :  Only one dimension is significant. This division has earlier also been applied by 

Burton (1965). 
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However, regular geometric shapes as given above are the exception rather than the rule since the 

joints in any one set are seldom consistently parallel (ISRM, 1978). Jointing in sedimentary and 

plutonic rocks usually produces the most regular block shapes. Block size delineated by the joint 

planes is a volumetric expression for jointing density. Block size is determined by the joint spacings 

and the number of joint sets - partly also by the joint length. Individual or random discontinuities may 

further influence the block size. 

 

 

 

 

 

 

 

 

 

FIG. 3  VARIOUS TYPES OF JOINTING PATTERN EXPRESSED AS BLOCK SHAPE 

(numbers refer to various joint sets) 

(Dearman, 1991, based on data from Matula and Holzer, 1978) 

 

ANALYSIS OF BEDDED LAYER MODELS 

 

Case I: A shale layer is located between two layers of limestone, representing the condition in which 

a soft layer is present in a harder rock bench column (Fig. 4). This condition could cause severe 

violence and poor fragmentation, by almost instantaneous release of the explosive energy at the soft 

layer region. Therefore, the soft materials are thrown to a significant distance creating fly rock. Finite 

element analysis indicates the same behavior. In field practice, stemming across soft layers or mud 

seams is essential to obtain good blasting results. 

 

 
FIG. 4 DIFFERENT COMBINATIONS OF HARD& SOFT LAYERED STRATA 

 

Case II:  A limestone layer comprising the collar region of shale rock bench represents the condition 

of a hard layer (cap rock) at the collar region of soft bench column. In this condition there is potential 

for large boulders or for rock overhanging the face in the collar region. The loss of confinement and 

energy at the softer region of the bench column is the cause of the problem. In order to overcome the 

Polyhedral blocks    Equidimensional blocks Prismatic blocks 

       Tubular blocks    Columnar Blocks Rhombohedral  
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problems in this condition, a re-distribution of explosive energy along the borehole wall is required. 

More energy at the bench collar region could be obtained by using satellite charges to break the rock 

at the collar, and a lower powder factor could be obtained along the softer layer by increasing the 

burden distance to provide adequate confinement to control air blast and fly rock. 

 

Case III: A limestone layer is located between two shale layers representing the condition where a 

hard layer is present in a softer rock bench column. In order to correct the problem of coarse 

fragmentation in hard layers, boosters may be used to intensify the explosive reaction and input more 

energy into
-
the hard layer. 

 

Case IV and V:  The bench columns consist of homogeneous layers of sandstone and limestone 

respectively. Since the limestone is a harder rock than sandstone, less rock movement is expected at 

the free face. The finite element model shows burden displacements of 6.7 feet for case V and 10.1 

feet for case IV, as shown in the deformed geometry plots. 

 

Five different three dimensional finite element models were used to analyse the effect of rock 

properties and bedding on burden displacement (Fig. 5). Three models had non-homogeneous burden 

columns and the other two were homogeneous. Burden displacement was shown to be larger at the 

soft layer regions as it was expected compared to hard rock regions. 

 

 

 
FIG. 5  BEHAVIOUR OF BENCH DUE TO BEAM BENDING MECHANISM IN THE 

PRESENCE OF SOFT BANDS IN BENCH 

 

The results obtained from finite element modelling based on displacement compare well with field 

observation. The results confirm the hypothesis that rock breaks as a result of bending of the burden 

rock under stresses from the explosive gas pressure which is described by the flexural failure theory. 
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INVESTIGATIONS 

 

The experiments for evaluating the influence of joint orientation were conducted in three stages with 

joints running parallel, perpendicular and angular to the face. In each set, studies were conducted with 

different joint orientation angles. Tests at each orientation angle were performed with two burdens, 20 

mm and 25 mm in models with joints running parallel and perpendicular to face. Only 25 mm burden 

was used in models with joints running angular to the face. Forty eight models were blasted (Figs. 6, 

7, 8 and 9). 

 

                   
 

FIG. 6  MODELS WITH JOINTS   

RUNNING PARALLEL TO THE FACE 

AFTER BLASTING 

 

         
FIG. 8    MODELS WITH JOINTS 

RUNNING ANGULAR TO THE FACE 

AFTER BLASTING 

 
FIG. 9 JOINTED MODELS WITH DOUBLE 

HOLES AFTER BLASTING 

Results of the blasts were analysed in terms of Average Fragment Size, Mass of fragments produced, 

New-Surface Area created and Mass Surface Area obtained from the blast. Significance tests were 

conducted to assess the influence of various parameters. It was concluded from studies that the joints 

were having highest influence on blast results. 

 

 

 

 

FIG. 7  MODELS WITH JOINTS 

RUNNING PERPENDICULAR TO 

THE FACE AFTER BLASTING 
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FIELD OBSERVATIONS 

 

The following conditions are quite common in the field in the presence of structural discontinuities 

(Fig. 10).  Fig. 11 depicts the escape of gaseous energy through weak planes in the bench as shot by 

high speed video camera. Results are poor fragmentation, noise and fly rock. 

 

 
 

 

 

 
FIG. 10 EFFECT OF STRUCTURAL DISCONTINUITIES 
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FIG. 11  ESCAPE OF GASEOUS ENERGY FROM THE BENCH LEADING TO POOR BLAST 

G e o l o g i c a l  d i s c o n t i n u i t i e s  O b s e r v e d  o n  B e n c h  a t  

S i n g a r e n i  C o l l i e r i e s  C o m p a n y  L t d ,  b e f o r e  t h e  

B l a s t .  

 M o r e  G e o l o g i c a l  d i s c o n t i n u i t i e s  c r e a t e d  o n  B e n c h  

a t  S i n g a r e n i  C o l l i e r i e s  C o m p a n y  L t d ,  d u r i n g  b l a s t  

d u e  t o  r e l e a s e  o f  g a s  f r o m  t h e  b o t t o m  J o i n t .  

La rg er  Bo u ld ers  ca u sed  d u e  t o  ma jo r  

wea k  j o in t  d u r in g  t h e  b la s t .  

Fa ce  co min g  ou t  t owa rd s  f ron t  d u e  to  

g eo log i ca l  d i sco n t in u i t i e s  d ur in g  t h e  b la s t .  
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CASE STUDY 

 

Field investigations were carried out in a limestone mine in Southern India. The limestone formation 

is a heavily jointed rock mass and the mine has been developed in benching method. Fig. 12 shows 

view of the limestone mine where the studies was carried out. Generally 115mm diameter blastholes 

are drilled for 8m height benches with 4m burden and 5m spacing. Each blasthole is charged with 

around 55kg of explosives and initiated with shock tube detonators. After the blast, muck pile images 

were taken for fragmentation analysis using WipFrag software (Fig. 13). In total, nine production 

blasts were monitored in the field which were conducted with different blast patterns and charge 

configuration. The same blasts were simulated using JKSim Blast software, to assess the energy 

distribution. The bench rock formation images were taken and analysed using SIROVISION
TM

 to 

assess the characteristics of joint features.  

 

The bench face was found to have a significant number of joints. The average joint spacing was 

determined for the benches where the blasts were conducted. The mean joint spacing is given in 

Table-4. The product of the vertical and horizontal joint spacing is called as meshing area. In practice, 

the meshing area is the area of a mesh formed due to the intersection of the horizontal and vertical 

joints much like a chequered square in a chess board, which influences fragmentation to a great 

extent.  

 

 
FIG. 12  VIEW OF TADIPATRI LIMESTONE MINE 

 
FIG. 13  CALIBRATOR FOR FRAGMENTATION ASSESSMENT USING WIPFRAG 

TABLE - 4  JOINT SPACING AND FRAGMENTATION INFORMATION FOR BLASTS 
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Blast Vertical 

Discontinuity 

Spacing (m) 

Horizontal 

Discontinuity 

Spacing (m) 

Meshing 

Area (m
2
) 

K25 

(mm) 

K50 (mm) K75 

(mm) 

1 0.499 0.401 0.200 39.001 143.308* 421.815 

2 1.337 0.078 0.104 45.776 117.842 451.431 

3 

4 

3.664 

0.575 

0.070 

0.348 

0.260 

0.340 

54.000 

36.371 

306.531 

189.564* 

715.257 

429.952 

5 2.002 0.075 0.151 30.304 131.266 395.607 

6 2.484 0.075 0.187 32.061 181.157 650.531 

7 2.643 0.073 0.193 39.11 277.584 501.443 

8 0.778 0.081 0.063 20.313 92.112 377.302 

9 2.774 0.071 0.197 40.774 292.495 625.153 

 

* These blasts were carried out using a charge per hole of 96 kg/hole unlike the other blasts which 

had 55 kg/hole, due to which they have not been considered for the regression analysis. 

 

Figs. 14 to 17 detail the different SiroJoint outputs for a typical bench. Fig. 5 shows the traced lines 

denoting horizontal and vertical joints on the 3D image of a typical bench face. The horizontal joints 

have been marked by green traces while the vertical joints have been marked by red traces. Figs. 4 

and 5 denote the histogram of the horizontal and vertical spacing respectively, giving the average 

discontinuity spacing and standard deviation on the top-centre of the graph. The x-axis shows the set 

spacing in metres and y-axis shows the number of joints. Fig. 6 gives the spatial orientation of the 

joint sets in a 3D frame of reference. This feature is made useful by the application of the 

Georeferencing option where the actual spatial coordinates in the form of latitude, longitude and 

reduced level can be added. It shows the use of the software in analysing the horizontal and vertical 

joint, which intersect to form a mesh, constituting the meshing area. 

 

 
FIG. 14  HORIZONTAL (GREEN) AND VERTICAL (RED) TRACES OF JOINTS ON 3D IMAGE 

OF BENCH 1 
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FIG. 15  HORIZONTAL JOINT SPACING GENERATED BY SIROJOINT FOR BENCH 1 

 

 

 
FIG. 16  VERTICAL JOINT SPACING GENERATED BY SIROJOINT FOR BENCH 1 
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FIG. 17   3D PLOT OF JOINTS IN BENCH 1 

 

The meshing area has been used to correlate the joint spacing to the fragmentation of the blasts. The 

images of fragmentation of all the blasts were assessed systematically, layer by layer as the muck pile 

was cleared by the shovel. Table-4 summarizes the average fragment size ( K50 ) values of the blasts 

and Fig. 18 shows the result of the regression between meshing area and mean fragment size. 

 

 
 

FIG. 18  MESHING AREA VS MEAN FRAGMENTATION 
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JKSim Blast software used to simulate the blast with actual field parameters and simulate the blast to 

obtain energy distribution around the blastholes. Figs. 19 through 24 show the output where JKSim 

Blast was used for the estimation of the energy contours. The contours were produced in vertical 

slices from the surface (0 m) to a depth of 10 m. Fig. 25 is a screenshot of the legends used for the 

colours of  the energy contours. In Fig. 19 shows the simulation of the blast at 0m depth i.e. the 

surface of the blast, which is marginal as compared to energy at deeper levels of the blast due to the 

stemming. Similarly the Figs. 20, to 24 represent the energy emanated by the blast at lower depths 

along the blast at every 2m intervals respectively. At each depth, a representative area of the given 

demarked simulated area and a quantitative number which denotes the amount of area which lies in a 

given range is obtained. Since the range can be specified by the user, the software can depict the 

energy released. Now this result will give a pristine idea about the use and release of energy due to 

the blast. it can be seen that at a depth of -10 m, the blast releases about 5MJ/m
3 

in blast 1 for 2.81% 

of the total area simulated. In this manner, a fair idea of the energy released by the blast can be 

concluded based on the use of this blast simulation. Table-5 shows a comparison of energy 

distribution at 8m and 10m depth of blastholes. 

 

 
FIG. 19 BLAST ENERGY DISTRIBUTION AT 0m (Surface) 

 

 
FIG. 20   BLAST ENERGY DISTRIBUTION AT 2m 
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FIG. 21  BLAST ENERGY DISTRIBUTION AT 4m 

 

 
FIG. 22  BLAST ENERGY DISTRIBUTION AT 6m 

 

 
FIG. 23  BLAST ENERGY DISTRIBUTION AT 8m 

 

 
FIG. 24  BLAST ENERGY DISTRIBUTION AT 10m (Hole Bottom) 
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FIG. 25  SCREENSHOT OF SCALE USED IN JKSIM BLAST 

 

Table-5 gives an indication of the use of the software JKSim Blast and the importance of energy 

assessment in blast design. The table represent the amount of area shown in the figures 10 through 15, 

that this range of energy covers, i.e. a value of 2.3 will mean that at a depth of 10 meters below the 

blast hole, the energy in the range of 4.375 to 5 MJ/m
3
 , is present or represents 2.3 % of the total area 

of simulation of the blast. Hence more the percentage of covered area more is the energy of the blast 

in that particular energy range. The information for the 10m  slice and 8 m slice have been presented. 

The blast has to be analysed in sections; therefore the energy of the blast will have to be analysed in 

sections of the blast, i.e. 10m below the surface or 8m below the surface of the blast. Fig. 26 shows 

the correlation between the energy of the blastholes with the K50 value. It can be seen that there is a 

very good correlation exists between the energy and the fragmentation, as the percentage of area 

increases the K50 value decreases. Aberrations are seen in blast 1 and 4 since the charge per hole is 

almost double as compared to the other blasts. Hence they have not been considered for making the 

regression analysis. 

 

TABLE – 5  ENERGY DISTRIBUTION AT DIFFERENT DEPTH OF BLASTHOLES 

ESTIMATED USING JKSIM BLAST 

Blast 

No. 

% Area in 8m slice % Area in 10m slice 

K50 

(mm) 

Charge per 

hole (kg) 
Energy 

between 

4.375 - 5 

(MJ/m
3
) 

Energy > 5 

(MJ/m
3
)  

Energy 

between 

4.375 - 5 

(MJ/m
3
) 

Energy > 5 

(MJ/m
3
)  

1 2.71 14.77 2.11 8.68 143.3 95 

2 8.34 14.62 2.38 9.07 117.842 55 

3 2.1 0.23 0 0 306.53 55 

4 2.56 14.36 3.11 9.54 189.56 96 
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5 6.34 12.34 1.71 9.25 131.26 55 

6 2.58 11.67 1.15 6.29 181.15 55 

7 2.71 8.62 0.17 2.16 277.58 55 

8 4.64 17.51 6.8 12.4 92.11 55 

9 2.60 8.12 0.15 1.23 292.495 55 

 

 
FIG. 26  PERCENTAGE OF AREA WITH ENERGY GREATER THAN 5 MJ/m

3 
VS. 

 

MEAN FRAGMENT SIZE 

 

The results intensify the use of the given methods in blast assessment. The use of JKSim Blast 

software gives an output of the energy of a given blast at specific points. The software however does 

not include the inclusion of joints or other structural discontinuities into the software which will 

shorten the bridge between the simulation and the actual blast results. Hence the use of Sirovision in 

this venture will turn out to be more useful. Along with the energy produced in a given blast, the 

mapping of the joints will provide the blasting engineer with an idea of the bench and the parameters 

to vary to increase the efficiency of the blast. 

 

Sirovision will give a comprehensive view of the vertical and horizontal spacing of the joints. This 

can be combined to form the meshing area which will have a significant effect on the blast as they 

compose the planes of weaknesses. The product of the given horizontal and vertical joints will give us 

the meshing area, and higher area will result in higher K50 value as shown in Table-4. 

. 

CONCLUSIONS 

 

 Geology plays a very important role in blasting process. 

 Rock fragmentation mechanisms get altered, due to inhibition of radial cracking and reflection 

breakage mechanisms. 

 Presence of weak planes leads to escape of gaseous energy resulting in noise, fly rock coupled 

with poor fragmentation. 

 Survey of the benches is very essential for the blast design. 
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 There is very good correlation between number of joint sets and their frequency and the 

fragmentation resulting from the blasts. 

 Tools like SIROVISION, JKSimBlast and fragmentation assessment softwares become quite 

useful in predicting and assessing the blast results. 
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Abstract— This paper deals with the design, simulation and 
analysis of automatic multifastener device. This device is 
designed by considering M22 standard metric bolt for a four 
wheeler tire assembly system. Assembly technology is an essential 
component of modern industrial production, and threaded joints 
are among the most common and widely used types of fasteners. 
Current industry demands the tools that offer One hand 
operation, Extended service life, Operator Comfort, Ease of 
serviceability to minimize the downtime, High value verses low 
cast. These demands can be met by the use of automatic devices. 
Now days the use of these type of automatic devices has gained an 
important role in the automobile industries, Laboratories and 
also in all mechanical industries Main components used in this 
device are motor, base stand, nut fitting and removing plate and 
a keypad for on/ off switches and some mechanical parts are used 
for driving operation. This device is operated by a DC motor. 
Selection of DC. Here Spur gears are used for transmitting the 
power. Proposed design and mechanism has been done in Pro-e 
wild fire.Structrual analysis of the device is carried out in Ansys 
at different loads. 
 
Keywords- fastener; Device, bolt tightner, Gear assembly, DTDP 
Switch, Battery, structural analysis. 
 

 

I.  INTRODUCTION  
Assembly technology is an essential component of 

modern industrial production, and threaded joints are among 
the most common and widely used types of fasteners. The 
broad spectrum of assembly equipment ranges from state of 
the art robotics to work stations using hand-held tools. The 
criteria of these assembly tasks are just as varied, depending 
upon the application needs, the production method, quantity 
and the accuracy requirements. 

Conventional fastening requires tools like a wrench 
or an electric or pneumatic tool. Industrial assembly or joining 
technology increasingly requires meeting long-term safety-
oriented, and function oriented solutions. Historically there 
have been disadvantages associated with the use of 
conventional tools such as inaccurate tightening, high tool 
wear and requires more time for fastening. 
 Current industry demands the tools that offer One 
hand operation, Extended service life, Operator Comfort, Ease  

 
 
of serviceability to minimize the downtime, High value verses 
low cost. These demands can be met by the use of automatic 
devices. Now days the use of automatic devices has gained an 
important role in the automobile industries, Laboratories and 
also in all mechanical industries Bolted assemblies are the 
most commonly used connecting systems in mechanics. And 
although they appear to be quite simple, bolted assemblies do 
pose several challenges at many levels: design department, 
assembly workshop, on-site, and maintenance. In an assembly 
that contains threaded fasteners, the nut or bolt needs to be 
physically tightened to a specific torque. A bolted assembly 
quite simply means the putting together of at least two parts 
using one or several bolts. The design and implementation of a 
bolted assembly requires a very strict methodological 
approach, for errors can lead to costly and often disastrous 
failures. Several studies have shown that incidents 
encountered on bolted assemblies are most often due to 
improper design of the assembly or poor implementation like 
tightening method, tooling, and inspection. 

Today it is known that of all the various causes of 
failure like overloading, design flaws, manufacturing defects, 
and others the most frequent is improper assembly. Tightening 
problems, whether insufficient tightening, excessive tightening 
or heterogeneous tightening, alone account for over 30% of all 
bolted assembly failures. More specifically, 45% of all fatigue 
failures are estimated to be due to improper assembly. 
Therefore, the importance of the design of the bolted assembly 
and the means used to tighten it are of utmost importance. 

V.K. Zamyatin manufactured a device ie-3115a and 
ie 3112 electrical manual impact (chum) nut tightner for the 
assembly and dismantling of threaded connections at industrial 
firms. They used  IE-3115A tightener  for the calibrating the  
tightening of bolts size M18-M30, strength class 3.6-6.6, and 
bolts size M12-M20, strength class 6.8- 14.9. It consists of an 
electric motor, a planetary reducing gear, an impact 
mechanism, a handle with switch, the current-supply cable, 
and they found that this deviceis used for the elimination of 
radio interferences. They used  IE-3112 nut tightener  for the 
calibration of  tightening of high-strength bolt of different 
sizes (M22-M30) or medium-strength bolts (35 steel) with 
diameters up to M42 ram. This tightener is a reversible tool 
and is equipped with a protective switch-off device. The IE-
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3115A nut tightener is manufactured by the 
"Elektroinstrument" Production Association at Rostov-on-Don 
and the IE-3112 tightener by the "Elektroinstrument" Plant at 
Vyborg[1]. 

The "Uralkhimmash" Production Association 
produced a dual-spindle nut tightener intended for the 
tightening of the plates of plate heat exchangers during 
hydraulic testing and final assembly. This tightener has an 
upper and lower head, a gear box, telescopic head links, a 
suspension support, and a control panel. By suspension from a 
crane the tightener is placed on the nuts of the plate heat 
exchanger. The electric motor of the tightener sets the spindles 
into rotation through the gear box and worm reductors of the 
upper and lower heads. The spindles have ball inserts with an 
internal hexagon. The nuts of the heat exchanger bolts are 
located in the hexagons of the inserts. The telescopic Link 
compensates deviations from the distance between the bolts 
and nuts of the heat exchanger. The outer spherical surface of 
the inserts compensates the face slackness of the nuts of the 
heat exchanger during tightening. As the spindles rotate, the 
tightener travels together with the nuts in the direction of 
tightening until the required tightening stress is reached. This 
is followed by hydraulic testing of the heat exchanger[2]. 

SKF industries designed a standard Hydro cam tensioner. A 
standard Hydro cam tensioner has a hydraulic body which, 
using a hydraulic fluid, exerts a strong tension load on the bolt 
through the brace screwed on that bolt. In some tensioner types 
(HTC R), the body is screwed directly on the bolt to be 
tightened. The body also rests on the skirt in order to apply the 
reaction force on the assembly to be tightened. Prior to 
screwing the body-brace-skirt unit on the protruding end of the 
bolt, a socket has to be placed on the nut of the bolt. This nut 
can then be “turned down” (screwed until the lower surface of 
the nut comes into contact with the assembly bearing surface), 
by a tommy bar, while the tensioner applies the tension load. 
The turndown socket is placed over the nut and the hydraulic 
tensioner grasps the bolt. The brace/retraction unit is screwed 
onto the protruding end of the bolt. After the hydraulic 
connections, the tensioner is pressurized and applies the 
required tractive force on the bolt. While the pressure is 
maintained, the nut is turned down without loading, using the 
socket and the tommy bar. Their pressure is released and the 
piston is pushed back. The tightening load is now exerted 
through bolt tension. The tensioner and the socket can be 
removed[3]. 

 A segment bolt tightener is developed by New shield 
machine technology.This segment bolt tightener automatically 
tightens fastening nuts and bolts of the primary lining 
segments assembled in an excavated tunnel. A movable cart 
equipped with tighteners is provided separate from the shield 
machine, so adverse affects due to shield machine backlash 
and vibration are eliminated, and tightening work can be 
performed more effectively from behind the shield. The bolt 
and nut tighteners are each mounted at the end of a multi-
articulated manipulator, so the system can handle bolts and 
nuts mounted at any angle. The multi-articulated manipulators 
can handle segments with different inner diameters and 

shapes. Two tighteners are provided one on the left and one on 
the right, and these fasten bolts simultaneously, thereby 
achieving automation and labor-savings[4].Automation 
Industries developed a self-contained tensioner . A self-
contained tensioner and tightener device is provided in 
accordance with this invention for a threaded stud projecting 
from a hole in a foundation surface. It comprises an 
expandable tensioning device which itself comprises a 
tensioning nut threadable onto the stud in spaced relation to 
the foundation surface and telescoping annular piston and 
cylinder elements defining a pressure chamber and loosely 
encircling the stud between the tensioning nut and the 
foundation surface. The expandable tensioning device also 
includes pressuring means communicating with the chamber 
for forcing the piston and cylinder elements and thus the 
tensioning nut and foundation surface apart to tension the stud. 
The invention also includes a spacer sleeve adapted to encircle 
the stud end portion and tensioning nut in abutting relation 
with the foundation surface. A locking nut is threadable onto 
the stud against the spacer sleeve to be tightened on the 
tensioned stud so that the pressuring means can be deactivated 
and the tensioning nut loosened. A take-up finger is fixed in 
relation to the tensioning device coaxial with and spaced 
closely adjacent the end of the stud and is threaded 
correspondingly to the stud so that the tensioning nut, the 
spacer sleeve and the locking nut necessarily move onto and 
are retained by the finger when removed off the end of the 
stud[5].  

Cooper Industries, Inc. Houston, TX has designed a device 
called Impulse or torque screw or bolt tighteners. Impulse or 
torque screw or bolt tighteners which are used for a number of 
different screwing and tightening processes are fitted with a 
valve with which the bolt or screw tightener is switched on 
and off. The valve is located along the compressed-air supply 
line that leads to the screw or bolt tightener. This valve can be 
actuated manually by the operating personnel or by an 
electronic measuring and control device. Prior art screw or 
bolt tighteners, when switched on, operate at a constant 
pressure throughout the screwing and tightening process. As a 
result, the same kinetic energy is used to fasten both an M10 
screw and an M8 screw. This is undesirable. In certain cases, 
this constant kinetic energy that is delivered to the screw or 
bolt tightener may induce the tool to penetrate the material to 
which the screw or bolt is to be applied and cause a rupture. 
This may result in damage to the screwed connection. With 
self-tapping screws, for example, the resistance is higher at the 
beginning of the screwing process; however, after the sheet 
metal has been perforated, this resistance drops to nearly zero. 
Yet, the prior art bolt or screw tightener uses the same high 
force, and the screw is struck at full force, which may cause 
the screw or the screw thread to rupture[6]. 

 Kozo Wakiyama of  Osaka Sangyo University in there 
investigations on earthquake damage have identified that  
there was there was a little damage of the high strength bolted 
joints when compared with  the welding joints of the steel 
frames. With this investigation they came to a conclusion that  
adoption of the high strength bolt joints contributes to the 
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improvement of the safety of the steel frame buildings. 
adoption of the high strength bolt joints contributes to the 
improvement of the safety of the steel frame buildings. . If a 
bolt is made more high strength, the bolt number of the joint 
decreases. But the risk of the delayed fracture is entailed for 
higher strength of the high strength bolts. The development of 
the super high strength bolt which delay fracture doesn't occur 
in was begun by the research proposal  of Kozo Wakiyama in 
Nippon Steel Corp. in 1989[7]. 

A.U. de Koning, T.K. Henriksen,National Aerospace 
Laboratory NLR, Amsterdam, The Netherlands have 
identified some problems on fastener joints and suggested 
FEA Solution for the problems. one of the most challenging 
problems in fracture mechanics is related to its application to 
fastener and joints. By nature, not only the quality such as 
material, manufacturing and mounting processes, of the 
fasteners are playing a role, but also the stiffness, surface 
conditions and geometry of the parts are to be considered. 
Moreover, a fastener cannot be considered exclusively as an 
individual item, but has to be seen also as a link in a multi load 
path design. For a reliable integrity analysis of fasteners to be 
performed it is of paramount importance that accurate 
knowledge about load distribution and stress intensity factors 
is available. In their study the load transfer (tension and 
bending) as well as stress intensity factor solutions for various 
crack locations and sizes have been derived by advanced 3D 
FE analyses including threaded bolt and nut[8]. 

 

II. SELECTION OF MOTOR,DESIGN OF PARTS AND MATERIAL 
SELECTION 

a. Selection Of Motor 
 
Main components used in this device are motor, base stand, 
nut fitting and removing plate and a keypad for on/ off 
switches and some mechanical parts are used for driving 
operation. This device is operated by a DC motor. Selection of 
DC motor depends upon the total torque required to fit/remove 
the bolt. This DC motor works on the simple principle of 
electromagnetism. Here Spur gears are used for transmitting 
the power. Proposed design and mechanism has been done in 
Pro-e wild fire.Structrual analysis of the device is carried out 
in Ansys at different loads. 
An equation for estimating initial fastening load in a bolt, 
based on experiments is approximately 
 
                       P = 284*d  kg------------------------(1) 
Where d is the nominal diameter of the bolt in mm 
 
In order to find mean torque value needed for fastening it is 
essential to find out the maximum torque and minimum torque 
required. If one uses a torque which is greater than the 
maximum torque required for fastening, due to excessive 
torque there will be a chance of  application of over load on 
the bolt which damages the treads. 
 

An empirical formula for finding the tightening torque is given 
by                   

                 Tmax =C*d*p/1000-----------------------(2)  

Where C is a constant, depends upon lubricating condition. 

Minimum torque required based on experiment 
                               
                            Tmin=120 N-m 
Mean torque is given by 
                            Tmean=Tmax/Tmin--------------------------------(3) 
Then 

Work done for tightening for one bolt  w = 
2

1

meanT d
θ

θ

θ∫  

                                                                   = 
2

1

meanT d
θ

θ

θ∫ ----(4) 

Total Work done for tightening four bolts W =4*w  N-m 
Based on W value motor has been selected. 

Table 1 Standard metric bolt dimensions 

Size 
Desig
- 
nation 

Nominal 
(Major) 
Diameter
Dn 

Minor 
Diameter 
Dm 

Nomin
al 
Shank 
Area, 
An 

Pitch 
(mm 
per 
thread)
p 

Pitch 
Dia- 
meter
, dp 

Minor 
Dia- 
meter 
Area,  
As 

M22 22 18.93 380.13 2.5 20.39 270.51 
 

b. Design Of Gear 

Spur gears have been used in this device and the material used 
for the manufacturing of the gears is alloy steel. The teeth 
project radically, and with these "straight-cut gears", the 
leading edges of the teeth are aligned parallel to the axis of 
rotation. These gears can only mesh correctly if they are fitted 
to parallel axles. 
Dynamic load  is calculated  by   

                  Fd =   --------------------(5) 

where Ft is Tangential load  in N 
v Pitch line velocity in m/s 
b face width in mm 
c  Deformation factor  
and  beam strength is calculated by 
                  Fs =  ----------------------(6) 
where, σb bending stress in N/mm2 
m  module in mm 
y is a Form factor 
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As the Dynamic load is less than the  beam strength the gear 
tooth has adequate beam strength and it will not fail by 
breakage. 

Table 2 Alloy steel properties 
Properties Units 

Tensile Strength, psi 97,000 

Brinell Hardness 201 

Yield, psi 57,000 

Elongation 25% 

Machinability 66% 

 
 
III . CONSTRUCTION AND WORKING OF AUTOMATIC 
MULTIFASTENER DEVICE. 
 The proposed device is bolt/nut fitting & removing 
without human help for driving. This device is designed to fit 
and remove bolt/nut of M22 size. Mechanical parts are used 
here for driving operation. Here spur gears are used for the 
driving operation. The different components of the device are 
Motor ,Battery, Gear system, DPDT switch. 
Initially,  make alignment of  the device nut holder with the 
nut which we want to tight or remove. Keypad has a switch to 
drive the nut holder. This switch is called as DPDT Switch 
which stands for Double pole double through switch. Her we  
used the positive potential and negative potential of the motor. 
If we push the DPDT switch in forward direction, it helps to 
fix the bolt/nut, or if we push the DPDT switch in reverse 
direction, the given polarity will be changed oppositely and it 
helps to remove the bolt/nut. The efficient function of the 
motor has own driver unit which enables by small power.  
 

 
Fig 1.Design of  Automatic Multi fastener Device 

 In this proposed device an DC electric motor of 2.5kw  is 
used. Electric motor, operation is based on simple 
electromagnetism. A current-carrying conductor generates a 
magnetic field; when this is then placed in an external 
magnetic field, it will experience a force proportional to the 
current in the conductor, and to the strength of the external 
magnetic field. The internal configuration of a DC motor is 
designed to harness the magnetic interaction between a 
current-carrying conductor and an external magnetic field to 
generate rotational motion. DC motor has six basic parts they 
are axle, rotor (armature), stator, commutator, field magnet(s), 
and brushes. In most common DC motors, the external 
magnetic field is produced by high-strength permanent 
magnets. The stator is the stationary part of the motor this 
includes the motor casing, as well as two or more permanent 
magnet pole pieces. The rotor (together with the axle and 
attached commutator) rotate with respect to the stator. The 
rotor consists of windings generally on a core, the windings 
being electrically connected to the commutator.  

In this  device we used secondary type battery. A 
battery is one or more electrochemical cells, which store 
chemical energy and make it available as electric current. 
There are two types of batteries, primary batteries and 
secondary batteries, both of which convert chemical energy to 
electrical energy. Primary batteries are also called as 
disposable batteries. Secondary batteries are also called as 
rechargeable batteries. Primary batteries can only be used once 
because they use up their chemicals in an irreversible reaction. 
Secondary batteries can be recharged because the chemical 
reactions they use are reversible; they are recharged by 
running a charging current through the battery, but in the 
opposite direction of the discharge current. Secondary, also 
called rechargeable batteries can be charged and discharged 
many times before wearing out.  

   In this Automatic Multi fastener Device spur gears are used 
for the driving operation. Design of the spur gears has been 
done according to the design conditions. Dynamic load and 
beam strength has been calculated, As the  Dynamic load is 
less than the beam strength it has been concluded that  gear 
tooth has adequate beam strength and it will not fail by 
breakage. Therefore the design is satisfactory. Spur gears have 
teeth parallel to the axis of rotation are used to transmit motion 
from one shaft to another shaft. Spur gears are the simplest 
and most common type of gear. Their general form is a 
cylinder or disk. The teeth project radically, and with these 
"straight-cut gears", the leading edges of the teeth are aligned 
parallel to the axis of rotation. These gears can only mesh 
correctly if they are fitted to parallel axles. Modeling and 
assembly of the gears is done in ProE software. Simulation of 
the  Automatic Multi fastener Device is performed in Pro E 
software .One driver gear with four driven gears will form a 
gear assembly unit this is shown in fig 2. This entire gear 
assembly unit is attached to the base plate of the Automatic 
Multi fastener Device. Fig 3 describes the design of a bas 
plate.   Power to drive the driver gears will be given from the 
batter. When driver gear completes one rotation, driven gears 
completes two rotations and the gear ratio is 2. 
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Fig 2.Gears Assembly 

 

In order to have clock wise and anti clock wise 
rotation of the removers a DTDP switch is used. DPDT Switch 
stands for Double Pole Double Through Switch. In 
electronics, a switch is an electrical component which can 
break an electrical circuit , interrupting the current or diverting 
it from one conductor to another. The most familiar form of 
switch is a manually operated electromechanical device with 
one or more sets of electrical contacts. Each set of contacts 
can be in one of two states: either 'closed' meaning the 
contacts are touching and electricity can flow between them, 
or 'open', meaning the contacts are separated and 
nonconducting. 

 
Fig .3 Base Stand 

 

IV  ANALYSIS AND RESULTS 

structural analysis of the Automatic multi fastener device is 
done in Ansys. Automatic multi fastener device is modeled in 
Proe. This model is saved in IGS format and it is exported to 
Ansys for performing analysis. Analysis is performed at three 
different load conditions. In the preprocessing element type, 
material properties, meshing and loads have been defined. In 
the post processing deformed shapes and the displacements 
have been identified. 

structural analysis of the Automatic multi fastener device is 
carried out at  different load conditions. Three different loads 
have been considered L1 as 800 N,L2 as 1600 N and L3 as 
2400 N. 

Table 3 Structrual Analasys 

Load( N) Deformation(mm) Max VonMises(N/mm2) 

(L1) 800 .390e-4 .134143 

(L2) 1600 .489e-4 .330091 

(L3) 2400 .702e-4 .726869 

  

 
Fig 4  Nodal solution dof x with load L1 

 
Fig 5  Nodal solution dof x with load L2 
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Fig 6  Nodal solution dof x with load L3 

Nodal solutions for the different loads is given in 
Fig4,Fig 5,Fig 6.From the structural analysis of the 
Automatic multi fastener device it is found that the structure 
will fail if the applied load is beyond the designed value. 
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Prediction of energy loss along the non-prismatic reach  
of a compound channel using ANN
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ABSTRACT: Flooded Rivers usually generate transition reaches making the width of floodplain  varies. 
Additional energy loss occurs during interaction between main channel and floodplain as well as due to 
non-uniformity of flow occurring during movement through non-prismatic reach. The calculation of 
energy loss in a non-prismatic compound channel is more complex as compared to a non-prismatic sim-
ple channel and prismatic compound channel. Hence an easily implementable technique the ANN can 
be used for predicting the energy loss at different sections of a converging compound channel for differ-
ent geometry and flow conditions. At first experimental investigations have been performed to study the 
dependency of flow variables to predict the energy loss, then the ANN technique is applied. The model 
performed quite satisfactory results. The model can also be used for estimating energy loss on-line but the 
accuracy of the model depends upon the proper training and selection of data points.

account in the overall flow modelling of a spatially 
varied river flow. The flow interaction between 
the main channel and a prismatic flood plain have 
been investigated intensively by many investigators 
such as Knight and Demetriou (1983), Shiono and 
Knight (1991), Khatua and patra (2008), Khatua 
et al. (2012) etc. They showed that there are three 
main sources of energy losses occurring in a com-
pound channel flow assuming in uniform flow 
conditions those are bed friction, momentum flux 
due to both turbulent exchange and secondary cur-
rent across the total cross section. But in a non-
prismatic compound channel where the flow is 
highly non-uniform causing remarkable additional 
contraction loss of energy making prediction of all 
flow variables more complex. In the past, numer-
ous studies on channel contractions have been 
presented by different investigators. Hager (1987) 
investigated local head losses in different zones 
along the contraction and their effects on the dis-
charge characteristics. Molinas and Marcus (1998) 
proposed a discharge equation that considered the 
energy losses due to contractions. But their study 
were limited to short, abrupt channel contractions. 
Conventional approaches lack in providing high 
accuracy for the prediction of the energy losses in 
channels due to neglecting the factors causing non-
uniformity of flow. That’s why a new and accu-
rate technique is highly demandable. The present 
research investigates some experimental findings 
of converging compound channels of different 
geometry and converging angles. The effect of 
geometry and converging angle on flow prediction 

1 INTRODUCTION

Distribution of energy in a compound channel 
is an important aspect in river hydraulics which 
needs to be addressed properly. It is seen that, 
the river generally exhibit a two stage geometry 
(deeper main channel and shallow floodplain 
called compound section) having either prismatic 
or non-prismatic geometry (geometry changes 
longitudinally). Due to flow interaction between 
the main channel and flood plain, the flow in a 
compound section consumes more energy than a 
channel with simple section carrying the same flow 
and having the same type of channel surface. Due 
to continuous settlement of people near the river 
bank and due to other natural causes, the channel 
with floodplain cross sections behaves as converg-
ing/diverging compound channel. An improper 
estimation of floods in these regions, will lead to 
an increase in the loss of life, and properties. The 
modelling of such flows is of primary impor-
tance when seeking to identify flooded areas and 
for flood risk management studies etc. There is 
always a strong interaction exist between the deep 
main channel and shallow floodplain even for a 
prismatic compound channel. In non-prismatic 
compound channels with converging/diverging 
floodplains, due to continuous change in flood-
plain geometry along the flow path, the resulting 
interactions and momentum exchanges is further 
increased  (Bousmar et al. 2004; Proust et al. 2006; 
Rezaei 2011). This extra momentum exchange is 
very important parameter and should be taken into 
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of such channels are studied and finally an efficient 
approach is proposed to estimate the energy losses 
with the help of Artificial Neural Network (ANN) 
which is a promising computational tool. Some 
of the important past studies in this direction 
are Neuro-Fuzzy model to simulate Coolbrook-
White equation by Walid and Shyam (1998), pre-
diction of friction factor in smooth open channel 
flow using ANN by Bigil and Altum (2008) and 
Yuhong and Wenxin (2009), and prediction of dis-
charge in straight compound open channel flow by 
Mrutyunjaya Khatua and S.S. Mahapatra (2011). 
New experiments have been conducted to analyse 
the behaviour of water surface profile and energy 
losses caused by floodplain contractions. An evalu-
ation for the energy losses in different converging 
section of a compound channel reach for different 
hydraulic and geometric conditions are done and 
the dependency of energy loss for such channels 
are analysed. An attempt is also made to develop 
a mathematical model based on ANN to predict 
the energy losses due to contraction for several 
converging compound channels and the results are 
finally compared with the experimental data.

2 ANALYSIS OF ENERGY LOSSES  
AND INFLUENCING PARAMETERS

The resistance to flow of a channel can be signifi-
cantly increased by the presence of contractions of 
floodplain. Various methods exist for accounting 
the additional resistance which are generally for 
simple channels or meandering channels. It has 
been confirmed that ignoring contraction losses 
due to converging cross-section can introduce sig-
nificant error in channel conveyance estimation.

Consider a prismatic compound channel which 
has total width = B and main channel width of b. 
Let the floodplain has been contracted from width 
B at section 1 to the width of b at section 5 as 
shown in Figure 1. Here the total converging part 
of the channel has been divided into 5 arbitrary 
sections where the corresponding average flow 
depths occurring are let Y1, Y2, Y3, Y4 and Y5 
respectively. The energy loss between two consecu-
tive sections can be calculated from the equation 
of conservation of energy between those sections. 
For calculating the energy, let the datum may be 
taken as bottom of extreme downstream end of 
the converging part of the channel. i.e. here the 
channel bottom at section 5. The total energy with 
non-uniform flow can be considered as the sum of 
macroscopic kinetic energy, potential energy of the 
gravity force and of the internal energy Proust et al. 
(2010). The change in internal energy between two 
consecutive sections is very less as compared to 
the corresponding potential and kinetic  energies. 

Therefore the contribution of internal energy here 
is not considered while applying the conserva-
tion of energy principle for any two sections i.e. 
section 1 and section 2.

E Z Y
V

g1 1 1
1
2

1

2
= + +

α  (1)

E Z Y
V

g2 2 2
2
2

2

2
= + +

α  (2)

where E = total energy head at any section, Z the 
bottom elevation of the respective section above 
the datum, Y the flow depth, V the mean veloc-
ity at that section and α1 and α2 are the velocity 
head correction factor at that consecutive sections. 
 Considering h1 the total energy loss between those 
two sections, we can write.

Z Y
V

g
Z Y

V
g

h1 1
1
2

1
2 2

2
2

2
12 2

+ + = + + +
α α  (3)

It may be noted that the energy loss (hl) may not 
be linearly varying between sections to sections. It 
mainly depends on the channel geometry, converg-
ing angle, and surface and flow conditions (Naik 
and Khatua, Rezai).

Knowing the energy loss between two sections, 
the energy slope between those sections can be cal-
culated by

S h l E E lf = = −1 1 2/ ( )/  (4)

where h1 = E1 - E2/l, and l is distance between two 
consecutive sections. Calculation of this energy 
slope is helpful for correct estimation of flow or 
average velocity in any part of the non-prismatic 
sections. This is further helpful for drawing the 

Figure 1. Sketch of energy profile for converging 
 channels at NITRKL.
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energy gradient and the energy slope. The energy 
losses between sections to section of the present 
experimental converging compound channels and 
channels of Rezai (2006) for different converging 
floodplain angles and geometries are calculated 
using equation (4). Here the entry of the converg-
ing of the section is taken as reference for calculat-
ing the length of the reach. As the estimation of 
energy loss depends on prediction of total energy 
at any section which is a difficult task because of 
dependency on different hydraulic and geometric 
variability that exist in such compound channels. It 
is very difficult to establish the nonlinear relation 
of geometrical and hydraulic input parameters with 
energy loss. Apart from these loss factors, there are 
other two remarkable energy loss factors such as 
interaction between the main channel and flood-
plain and the second factor is due to contraction 
of floodplain. This complex phenomenon exist-
ing in a non-prismatic compound channel makes 
prediction of flow more complex. Looking to this 
an ANN techniques can be easily applied to pre-
dict the energy loss, the calculation of which has 
directly or indirectly have significant effect on pre-
dicting important variables such as stage-discharge 
relationship, shear stress distribution, energy slope 
prediction, flow distribution etc. Therefore an 
attempt is made here to predict the Energy Loss 
of a non-prismatic compound channel using Arti-
ficial Neural Network (ANN).

2.1 Selection of hydraulic parameters

Flow hydraulics and momentum exchange in con-
verging compound channels are significantly influ-
enced by both geometrical and hydraulic variables. 
The computation of flow variables in a converg-
ing compound channel is more complex than that 
for simple compound channel. The geometrical 
and flow factors responsible for the estimation of 
energy losses at different reaches of a converging 
compound channel are

 i.  Relative flow depth (β) = (H-h)/H. where 
H = height of water at a particular section and, 
h = height of water in main channel

 ii.  Converging angle denoted (θ)
iii.  Width ratio (α) i.e. ratio of width of floodplain 

(B) to width of main channel (b)
 iv.  Aspect ratio (σ) of main channel i.e. ratio 

of width of main channel to depth of main 
channel

 v.  Relative distance (Zr) from a reference or ori-
gin i.e. The distance of the arbitrary reach or 
section in longitudinal direction of the channel/
total length of the non-prismatic channel. Total 
five flow variables were chosen as input param-
eters and energy loss as output parameter.

3 EXPERIMENTAL PROCEDURE  
AND RESULTS

Experiments had been conducted at the Hydrau-
lics and Fluid mechanics Laboratory of Civil 
Engineering Department of National Institute of 
Technology, Rourkela, India. Two sets of non-
prismatic compound channels with varying cross 
sections were built inside a concrete flume meas-
uring 15 m long × 0.90 m width × 0.55 m depth 
and flume with perpex sheet of same dimensions. 
The width ratio of the channel was α = 1.8 and 
the aspect ratio was σ = 5. Keeping the geometry 
constant, the converging angles of the channels 
were varied as 12.38° and 5° respectively. Converg-
ing length of the channels fabricated were found 
to be 0.84 m and 2.28 m respectively. Water was 
supplied through a series of Centrifugal pumps 
(each 15 hp capacity) discharging into a large RCC 
overhead tank. In the downstream end there was a 
measuring tank followed by a sump which feed the 
water to the overhead tank through pumping. This 
arrangement completes the recirculation system of 
water for the experimental channels. The plan view 
of experimental channels is shown in Figure 2a. 
Typical grid showing the arrangement of velocity 
measurement points along horizontal and vertical 
direction at the test section is shown in Figure 2b. 
At the downstream end another adjustable tail 
gate was provided to control the flow depth and 
maintain a uniform flow in the channel. A mov-
able bridge was provided across the flume for both 
span wise and stream wise movements over the 
channel area so that each location on the plan of 

Figure 2a. Plan view of experimental setup.

Figure 2b. Typical grid showing the arrangement of 
velocity measurement points at the test section.
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compound converging channel could be accessed 
for taking measurements. Point velocities were 
measured along verticals spread across the main 
channel and flood plain so as to cover the width 
of entire cross section. Measurements were also 
taken from mid-point of main channel to the left 
edge of floodplain at a number of horizontal lay-
ers in each vertical point. The lateral spacing of 
grid points over which measurements were taken 
was kept 5 cm inside the main channel and the 
flood plain. Velocity measurements were taken by 
Pitot static tube (outside diameter 4.77 mm) and 
two piezometers fitted inside a transparent fibre 
block fixed to a wooden board and hung vertically 
at the edge of flume the ends of which were open 
to atmosphere at one end and connected to total 
pressure hole and static hole of Pitot tube by long 
transparent PVC tubes at other ends. The angle of 
limb of Pitot tube with longitudinal direction of 
the channel was noted by circular scale and pointer 
arrangement attached to the flow direction meter. 
Pitot tube was physically rotated with respect to 
the main stream direction till it records the maxi-
mum deflection of the manometer reading. A flow 
direction finder was used to get the direction of 
maximum velocity with respect to the longitudi-
nal flow direction. Steady uniform discharge was 
maintained in every runs of the experiments and 
several runs were conducted for overbank flow with 
relative depth varying between 0.15–0.51. Table 1 
shows the hydraulic parameters of different chan-
nels used in this paper. For the present analysis, 
we have also used the data of Rezai (2006). Rezai 
(2006) conducted experiment on different converg-
ing angles. As said before, total converging part 
of the channels has been divided into 5 arbitrary 
 sections. Now we have evaluated the energy losses 
in the flow due to convergence of floodplain at dif-
ferent sections of the converging portions.

From the experimental results on converging 
compound channels, it is seen that the energy 
loss between two sections at the begging is higher 
than that in later sections. These value gradually 
decreases and reaches minimum just before the 
mid of converging section. After reaching mini-
mum, there is a gradual increase trend is observed. 
This may be due to that at the entry section there 
is a huge loss of energy because of sudden con-
traction from prismatic part to non-prismatic part. 
After that the flow gets a transition reducing the 
loss and it is believed that the transition is com-
plete before mid-section. In the lower width ratio 
converging experimental channels energy loss is 
higher at initial overbank flow depths then the loss 
decreases and reaches minimum at the end of non-
prismatic section. This is because the present lower 
width floodplain converging compound channels 
have a shorter reach as compared to other higher Ta
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width ratio channels. The results show that the 
energy loss is non-linearly depending on those 
non-dimensional parameters. Therefore an attempt 
has been taken to model the prediction of energy 
loss by applying an efficient ANN tool which are 
described below.

Figure 3. Energy losses vs relative distance for different 
converging angles.

4 ARTIFICIAL NEURAL NETWORK

ANN is a new and rapidly growing computational 
technique. In recent years it has been broadly used 
in hydraulic engineering and water resources. It 
is a highly self-organised, self-adapted and self-
trainable approximator with high associative 
memory and nonlinear mapping. ANNs can be 
seen to be a simplified model of  human nervous 
system; it can simulate complex and nonlinear 
problems by employing a different number of 
nonlinear processing elements i.e. the nodes or 
neurons. Nodes are connected by links or weights. 
ANNs may consist of  multiple layers of  nodes 
interconnected with other nodes in the same or 
different layers. Various layers are referred to as 
the input layer, the hidden layer and the output 
layer. Input layer receives information from the 
external source and passes this information to 
the network for processing. Hidden layer receives 
information from the input layer and does all the 
information processing, and output layer receives 
processed information from the network and sends 
the results out to an external receptor. The input 
signals are modified by interconnection weight, 
known as weight factor Wij which represents the 
interconnection of  ith node of  the first layer to the 
jth node of  the second layer. The sum of modi-
fied signals (total activation) is then modified by a 
sigmoidal transfer function (f). Similarly output 
signals of  hidden layer are modified by intercon-
nection weight (Wij) of  kth node of  output layer 
to the jth  node of  the hidden layer. The sum of 
the modified signal is then modified by a pure lin-
ear transfer function (f) and output is collected at 
output layer.

Let Ip = (Ip1, Ip2, …, Ipl), p = 1,2, …, N be the pth 
pattern among N input patterns. Wji and Wkj are 
connection weights between ith input neuron to jth 
hidden neuron and jth hidden neuron to kth output 
neuron respectively.

Output from a neuron in the input layer is

Opi Ipi i= =, , ,1 2 1…  (5)

Output from a neuron in the hidden layer is

Opj f NET pj

f Wji Opi j mi
l

=

= ( ) ==∑
( )

, , .0 1 2  (6)

Output from a neuron in the hidden layer is

Opk f NET pk

f Wkj Opj k ni
l

=

= ( ) ==∑
( )

, , .0 1 2  (7)
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and remaining 30% used for testing of the ANN 
model for both the Energy and Energy loss calcula-
tion. Train and test sets were selected randomly to 
find a optimum structure of ANN model.

For Energy Calculations 679 data were used 
among which 476 were training data and 203 were 
taken as testing data. Similarly for Energy loss 
modelling, 532 data set were used among which 373 
data were taken as training data and the remain-
ing 159 were taken as testing data. The number of 
layers and neurons in the hidden layer were fixed 
through exhaustive experimentation when mean 
square error was minimised for training data set. 
It was observed that minimum error obtained for 
5-7-1 architecture. So the Back Propagation  Neural 
Network (BPNN) used in this work has three lay-
ered feed forward architecture. The model was run 
on MATLAB commercial software dealing with 
trial and error procedure.

A regression curve is plotted between actual 
and predicted Energy and Energy Loss which are 
shown in Figures 5 and 6. It can be observed that 
data for both cases are well fitted because a high 
degree of coefficient of determination R2 of 0.993 
is obtained for the Energy Calculations and R2 
of 0.977 is obtained for the Energy Loss Analysis 
between the sections.

The residual analysis are carried out by calculat-
ing the residuals from the actual energy loss and 

Figure 5. Correlation plot of actual energy and pre-
dicted energy.

Figure 6. Correlation plot of actual energy loss and 
predicted energy loss.

4.1 Sigmoidal function

A bounded, monotonic, non-decreasing, S Shaped 
function provides a graded non-linear response. It 
includes the logistic sigmoid function

F x
e x( ) =

+ −
1

1
 (8)

where x = input parameters taken.
The architecture of back propagation neural 

network model. That is the l-m-n (l input neurons, 
m hidden neurons, and n output neurons) is shown 
in the Figure 4.

4.2 Learning or training in back  
propagation neural network

Batch mode type of supervised learning has been 
used in the present case in which interconnection 
weights are adjusted using delta rule algorithm 
after sending the entire training sample to the 
network. During training the predicted output is 
compared with the desired output and the mean 
square error is calculated. If  the mean square error 
is more, then a prescribed limiting value, it is back 
propagated from output to input and weights are 
further modified till the error or number of itera-
tion is within a prescribed limit.

Mean Squared Error, Ep for pattern p is defined as

EP Dpi Opii
n= −=∑ 1

21
2

( )  (9)

where Dpi is the target output, Opi is the computed 
output for the ith pattern.

Weight changes at any time t, is given by

∆ = − + × ∆ −W t nEp t W t( ) ( ) ( )α 1  (10)

n = learning rate i.e. 0 < n < 1
α = momentum coefficient i.e. 0 < α < 1

5 RESULTS AND DISCUSSIONS

5.1 Testing of back propagation neural network

From the entire experimental data sets, 70% of 
them were used for training for the ANN model 

Figure 4. The architecture of back propagation neural 
network model.
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Figure 7. Residual distribution of testing data of energy 
loss.

Figure 8. Residual distribution of training data of 
energy loss.

Figure 9. Comparison of actual and predicted energy 
training data.

Figure 10. Comparison of actual and predicted energy 
loss (training data).

predicted energy loss data. The residual testing 
and training data are plotted against the sample 
number as shown in Figures 7 and 8, which shows 
that the residuals are distributed evenly along the 
centreline of the plot. From this it can be said that 
the data are well trained.

The actual energy data and predicted energy 
data sets against the sample numbers are shown in 
Figure 9. Similarly the actual energy loss and pre-
dicted energy loss data against the sample number 
is shown in Figure 10. As the predicted data pat-
tern follows actual data with little or no exception, 
it means the models predict the pattern of the data 
distribution with adequate accuracy.

Table 2. Statistical results of empirical equation in pre-
dicting energy and energy loss.

Error calculations Energy Energy loss

MSE 0.00000045 0.00000006
RMSE 0.0006673 0.000238211
MAE 0.0004949 0.000107582
MAPE 0.3 4.49

6 CONCLUSIONS

1. From the experimental results on converging 
compound channels, it is seen that the energy 
loss between two sections at the begging is higher 
than that in later sections. These value gradu-
ally decreases and reaches minimum just before 
the mid of converging section. After reaching 
minimum, there is a gradual increase trend is 
observed. This may be due to that at the entry 
section there is a huge loss of energy because of 
sudden contraction from prismatic part to non-
prismatic part. After that the flow gets a transi-
tion reducing the loss and it is believed that the 
transition is complete before mid-section.

2. In the lower width ratio converging experimen-
tal channels, energy loss is higher at initial over-
bank flow depths then the loss decreases and 
reaches minimum at the end of non-prismatic 
section. This is because the present lower width 
floodplain converging compound channels have 
a shorter reach as compared to other higher 
width ratio channels.

3. Selection of energy loss of converging com-
pound channels are found to depends upon a 
numbers of non-dimensional hydraulic and 
geometric parameters out of which aspect ratio, 
depth ratio, width ratio, relative distance, con-
verging angle and relative depth are the most 
influencing parameters.

4. An ANN model is proposed for accurate esti-
mation of energy loss of converging compound 
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channels. The trend and pattern of experimen-
tal data matches with predicted energy loss. 
The basic reason of high degree of prediction 
accuracy lies in the fact of capability of nonlin-
ear mapping of inputs and outputs in a Neural 
Network system. The nonlinear relation of geo-
metrical and hydraulic input parameters with 
energy loss is difficult to establish with tradi-
tional energy loss prediction methodology. In 
addition, the conventional techniques cannot be 
taken into account the real life factors operating 
in the system it can be inferred that this model 
is more adaptive to the prediction of energy loss 
under different conditions.

5. ANN model holds the energy loss prediction 
with minimal error i.e. MSE as 0.00000006 
RMSE as 0.000238211 MAE as 0.000107582 
and MAPE 4.49 which less than 10%.  Similarly 
for energy MSE as 0.00000045 RMSE as 
0.0006673 MAE as 0.0004949 and MAPE 0.3. 
So the present ANN model is more convincing 
model.
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Biodiesel produced cost from virgin vegetable oil is higher than that of fossil fuel, because of high raw 

material cost. To minimize the bio-fuel cost, the alternate is found to be waste cooking oil used as feedstock. 

Food against fuel conflict will not arise if this is used for biodiesel production. Catalysts used in WCO bio-

fuel are usually acids, base, and lipase.  But lipase catalysts are more expensive, the usage of lipase in 

biodiesel production is limited. In most cases, NaOH is used as alkaline catalyst, because of its low cost and 

higher reaction rate. In the case of waste cooking oil containing high percentage of free fatty acid, alkaline 

catalyst reacts with free fatty acid and forms soap by saponification reaction. Also, it reduces the biodiesel 

conversions. In order to reduce the level of fatty acid content, waste cooking oil is pretreated with acid 

catalyst to undergo esterification reaction, which also requires high operating conditions. In this review 

paper, various parameters influencing the process of biofuel production such as reaction rate, catalyst 

concentration, temperature, stirrer speed, catalyst type, alcohol used, alcohol to oil ratio, free fatty acid 

content, and water content have been summarized. 

 

Keywords: Waste cooking oil, lipase, saponification, esterification & catalyst 

 
Introduction 

 Fuels, generated from biological feed stocks, 

are termed as “biofuels.” In general, biofuels 

can be broadly classified into first-generation 

fuels and second-generation fuels. First 

generation fuels or conventional biofuels are 

generally derived from sugar, starch, and 

vegetable oil source. Whereas, second-

generation biofuels are generated from 

sustainable feedstocks. The major 

classification of biofuels is shown in Figure 1. 

Because of high viscous nature, direct 

application of vegetable oil as a fuel in 

compression ignition engines has been limited 

[1]. It is possible to reduce its viscosity by 

converting vegetable oil into alkyl esters using 

transesterification reaction [2–4]. Nowadays, 

biodiesel production has been increased 

enormously to compete with fossil fuels. The 

production of biodiesel in recent years around 

the world is shown in Figure 2. Biofuels are 

mostly derived from edible oil, non edible oil, 

fats, waste cooking oil, and algae. Advantage 

of using virgin vegetable oil (edible oil) as raw 

material for production of biodiesel is their 

low free fatty acid content [5]. Similarly, the 

main advantage of biodiesel synthesis over 

non edible oil source is due to their high free 

fatty acid content [6]. Instead of using virgin 

vegetable oil, waste cooking oil can be used as 

raw material for biodiesel production [8]. In 

most of hotels, restaurants, and in other food 

industries, the waste cooking oil is either 

simply discharged into the river or dumped 

into the land. Inspite of this, the waste cooking 

oil can be used effectively for the biodiesel 

synthesis. 

Biodiesel production from waste cooking oil is 

found to be economically feasible method [9]. 

Different sources of raw material used for the 

production of biodiesel are shown in Figure 3. 

The property of biodiesel depends on the type 

of fresh cooking oil used [10]. Biodiesel can 

also be blended with mineral oil [11].  
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Even the wastes (byproducts) generated

biodiesel production can be used for power 

production [12]. 

 

 

 

Transesterification 
 The major component of vegetable

triglycerides. When the triglycerides react 

with alcohol in the presence of base catalyst, 

this is called “transesterification.”

reaction, triglycerides are converted to

diglyceride, monoglyceride, and finally 

converted to glycerol. The reaction 

mechanism is shown in Scheme 1.

 

Side Reaction 1(Saponification Reaction

If vegetable oil contains free fatty acid, it will 

react with homogenous base catalyst to form 

soap and water. The saponification reaction

represented as shown in Scheme 2.
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presence of base catalyst, 

this is called “transesterification.” In this 

reaction, triglycerides are converted to 

diglyceride, monoglyceride, and finally 

The reaction 

me 1. 

Reaction)  

contains free fatty acid, it will 

catalyst to form 

soap and water. The saponification reaction is 

represented as shown in Scheme 2. 

 

Figure 2: Production of 

years [7]. 

Figure 3: Production of biodiesel from 

different feed stock [13].

  

The main drawback in this reaction is the 

consumption of catalyst and increased 

difficulty in separation process, which

high production cost. In

formation of water in the product will also 

inhibit the reaction.  

Side Reaction 2(Hydrolysis Reaction)
Water generated either from vegetable oil or 

formed during saponification

hydrolyze triglyceride to form more free 

acid. The hydrolysis reaction is given as 

shown in Scheme 3. 
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Esterification 
 In order to eliminate saponification reaction 

(formation of soap when FFA reacts with 

homogenous base catalyst) vegetable oil can 

be pretreated with acid catalyst, which 

esterifies free fatty acid to form esters of free 

fatty acid (biodiesel). This reaction is very 

much useful when raw material contains high 

percentage of free fatty acid (esterification of 

free fatty acid to form free acid esters). But 

this reaction is slower than base catalyzed 

transesterification reaction. The esterification 

reaction is given as shown in Scheme 4. 

 
Factors affecting the production of biodiesel 

from waste cooking oil 

Water Content 
Water content in waste cooking oil will 

accelerate the hydrolysis reaction and 

simultaneously reduce the amount of ester 

formation [14]. Water content should not 

always exceed 0.5% to obtain 90% yield of 

biodiesel. 

Free Fatty Acid 
 Waste cooking oil contains high free fatty 

acid content than the fresh cooking oils [15]. 

Hence, it is know that higher free fatty acid 

contents will lead to formation of soap and 

water. Similarly, if free fatty acid content 

exceeds 3%, transesterification reaction will 

not proceed even with homogenous base 

catalyst [16]. Hence this problem could be 

solved by using heterogeneous catalyst [12, 

17, and 18] and also on pretreatment with acid 

homogenous catalyst [19, 20–22] or 

heterogeneous catalyst [11] to esterify the free 

fatty acid to form free fatty acid ester. Usually, 

the acid-catalyzed reaction rate is low and 

high reaction conditions are required [10]. 

Soaps formed while neutralizing free fatty 

acid using homogenous base catalyst can be 

converted back to free fatty acid by adding 

phosphoric acid to decanted glycerol and soap 

mixture obtained from final product [6].  

Type of Alcohol 
 In most cases, methanol is used for the 

production of biodiesel, because recovery of 

methanol from the final product is much 

easier. Yield of biodiesel obtained from waste 

cooking oil using methanol is higher than 

other alcohols (ethanol, butanol) [24] and 

viscosity of biodiesel obtained using methanol 

is lesser than that of biofuel obtained from 

other alcohols [24]. 

Alcohol to Oil Ratio 
 To produce three moles of alkyl esters, three 

moles of alcohol and one mole of triglyceride 

are required [25].Alcohol tooil ratio always 

haspositive, effecton biofuel conversion. 

Catalyst Type 
 In recent years, various catalysts 

(homogenous, heterogeneous, and enzyme 

catalyst) had been tested for the production of 

alkyl esters. Vicente et al. [26] studied using 

various base catalysts for production of alkyl 

esters and concluded that NaOH is the fastest 

catalysts among the catalysts used (NaOH, 

KOH, sodium methoxide, the potassium 

methoxide). Refaat et al. [27] reported that 

KOH gives the highest yield for feedstock he 

had used. Some of the researchers used 

concentrated sulfuric acid as acid, but it 

requires high reaction time and high reaction 

condition. Even 1% (mole) can give up to 99% 

conversion . 

Catalyst Concentration 
 In the absence of catalyst, conversion of 

waste cooking oil into biofuel requires high 

temperature conditions [28].  

Stirrer Speed 
 The mixing of reactants is very important to 

achieve completion of transesterification 

reaction and also it increases the yield of 

product [29]. 

Temperature 
Temperature has significant influence on 

transesterification reaction [30]. If the reaction 

temperature is increased, then the rate of 
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reaction and yield of product will also tend to 

increase. 

Reaction Time 
When the reaction was carried out for a longer 

time, even 99% of yield could be obtained, but 

it depends on the availability of reactants in 

the reaction mixture. If the reaction parameters 

are not properly adjusted, there are 

possibilities for the backward reaction, which 

will decrease the yield of product [24, 30]. For 

lipase-catalyzed reaction, time required varies 

over a range of 7–48 hours [31]. 

pH 
pH is not a major factor, when base/acid 

catalyst are used in the reaction. When lipase 

was used as catalyst, pH needs to be 

considered, because at lower or higher pH 

value, enzymes may decompose. Devanesan et 

al. [32] studied biodiesel production from 

Jatropha oil using immobilized Pseudomonas 

fluorescence and studied the effect of pH and 

concluded that pH value of 7 is optimum for  

production for biodiesel. 

The methyl transesterification of waste 

cotton seed were carried out as per the steps 

described in Figure below. 

 
Conclusions 
The recovery of esters by transesterification of 

waste cotton seed oil with methanol is affected 

by varying the composition of catalyst. 

� The blends B10, B15, B20 of cotton seed have 

higher flash and fire point as compare to 

diesel. 

� The blends B10, B15, B20 of cotton seed have 

higher cloud and pour point as compare to 

diesel. 

� Ash content increases as we increase the 

amount of biodiesel in petro diesel. The blends 

B10, B15 and B20 of cotton seed have higher 

ash content as compared to diesel. 

� The esters of cotton seed are found to have 

carbon residue content lower than that of 

diesel which is better for engine performance 

and it also prevents carbon deposition inside 

the combustion chamber. 

� The calorific values of diesel and cotton seed 

methyl ester were found as 43,000 & 

40,000KJ/Kg respectively. 

� Use of 10% blend of CSME as partial diesel 

substitutes can go a long way in conservation 

measure, boosting economy, reducing 

uncertainty of fuel availability and making 

more self-reliant. 
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Abstract— In this paper, a method called Enhanced Relay Selection based on QoS-factors (ERS-QoS) 
is proposed for relay selection in wireless sensor networks. The selection of relays is accomplished by  
computing the factors like energy level, throughput, and delay of the nodes, and based on the 
weight value of relay nodes; they are selected to transfer data from source to the sink. This is used to  
improve the QoS in the existing method. In the existing system ALBA-R, a protocol for convergecasting in 
 wireless sensor network is used. ALBA-R combines geographic routing, handling of dead ends, MAC, 
awake-asleep scheduling, and back-to-back data packet transmission for achieving an energy-efficient 
data gathering mechanism. The drawbacks of this method is , it provides less quality-of-service in terms 
of throughput, packet delivery ratio and end-to-end delay .Through ns2 based simulation results we 
show that the proposed method achieves high quality-of-service when compared to the existing method.
Index Terms— Convergecasting, Geographic routing, Relay Selection, Wireless sensor networks,  
Quality of service
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Abstract—  The ever increasing consumption of fossil fuel and petroleum products has been a matter 
of great concern for India. The huge outflow of foreign exchange on one hand and the increase in the 
price of crude oil on the other hand have affected the development of the country in contest of energy 
security. 
          The consumption of diesel fuel is six times higher than that of gasoline in India and even a  
minute percentage of efficiency improvement for diesel fuel will save a considerable amount of  
foreign exchange. The energy consumption can be minimized by improving the efficiency of equipment 
i.e. CI engine.
         The present work where the modification of C I engine has been done, so as to induce turbulence 
for enhancing the vaporization characteristics of fuel in a combustible mixture by providing a rotating 
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Abstract— The ever increasing consumption of fossil fuel 

and petroleum products has been a matter of great concern for 

India. The huge outflow of foreign exchange on one hand and the 

increase in the price of crude oil on the other hand have affected 

the development of the country in contest of energy security.  

The consumption of diesel fuel is six times higher than 

that of gasoline in India and even a minute percentage of efficiency 

improvement for diesel fuel will save a considerable amount of 

foreign exchange. The energy consumption can be minimized by 

improving the efficiency of equipment i.e. CI engine. 

The present work where the modification of C I engine 

has been done, so as to induce turbulence for enhancing the 

vaporization characteristics of fuel in combustible mixture by 

providing a rotating blade in the crown (bowl) of the reciprocating 

piston located in the main combustion chamber. The oscillation of 

the connecting rod causes the blade to rotate by an angle of 60°. 

This arrangement induces the turbulence in combustible mixture 

during engine operation, there by facilitating a better combustion 

performance. 

The effects of operating parameters by induced 

turbulence, varying injection pressure and injection timing on 

performance characteristics of diesel fuelled compression ignition 

engine are to be investigated. 

Keywords— C I Engine, Piston Crown, Swirl, Injection 

Pressure, Injection Timing and Performance. 

I. INTRODUCTION   

First standard engine is fully instrumented and connected to the 

dynamometer. The experiments are conducted at constant speed 

and at four different loads levels viz., 20%, 40%, 60% and 80% 

of full load. The required engine load percentage is adjusted by 

using the eddy current dynamometer. 
 

Fig.1 shows the schematic diagram of a complete experimental 

setup for determining the effects of squish and tumble effect on 

the performance parameters of compression ignition engine. It 

consists of a single cylinder four stroke water cooled 

compression ignition engine connected to an eddy current 

dynamometer. It is provided with temperature sensors for the 

measurement of jacket water, calorimeter water, and 

calorimeter exhaust gas inlet and outlet temperature. It is also 

provided with pressure sensors for the measurement of 

combustion gas pressure and fuel injection pressure. An 

encoder is fixed for crank angle record. The signals from these 

sensors are interfaced with a computer to an engine indicator to 

display P-Ө, P-V and fuel injection pressure versus crank angle 

plots. The provision is also made for the measurement of 

volumetric fuel flow. The built-in program in the system 

calculates indicated power, brake power, thermal efficiency, 

volumetric efficiency and heat balance. The software package 

is fully configurable and averaged P-Ө diagram, P-V plot and 

liquid fuel injection pressure diagram can be obtained for 

various operating conditions.  

Fig.1 

II. ENGINE MODIFICATION 

Figure 2 and 3 shows the base line piston and modified piston 

respectively. Base piston is having simple bowl shaped 

structure on the crown of it. But the modified piston is made 

with three chambers at 1200 to each other. Same aluminum 

alloy material is used in fabrication of chamber. 2mm thick 

small strips are used to make the chambers. 

 

 

 

 

 

 

 

Fig2        

            Fig3 



III.  EXPERIEMENTAL DETAILS 

Experiments are conducted on an IV-stroke1cylinder 3.68Kw 

Kirlosker water cooled Diesel engine at the rated speed of 1500 

rpm. From the experiments observed that combustibility of the 

fuel is very important in order get a good power output and good 

thermal efficiencies. The turbulence was played an important 

role here. In the present work it can be obtained by arranging 

the rotating blades inside the piston bowl of the engine. 

IV. METHODOLOGY 

 The engine has a compression ratio of 20.1 and a normal speed 

of 1500 rpm controlled by the governor. An injection pressure 

of 250bar, 300bar is used. The engine is first run with neat 

diesel at loading conditions such as 20%, 40%, 60% and 80%. 

Between two load trials the engine is allowed to become stable 

by running it for 3 minutes before taking the readings. At each 

loading conditions, performance parameters namely speed, 

exhaust gas temperature, brake power, peak pressure are 

measured under steady state conditions. The experiments are 

repeated for various pressures and injection timing. With the 

above experimental results, the parameters such as total fuel 

consumption, brake specific fuel consumption, brake specific 

energy consumption, brake thermal efficiency are calculated. 

And finally break specific fuel consumption, brake thermal 

efficiency is plotted with respect to loading conditions for diesel 

and each diesel oxygenate blend. From these plots, performance 

characteristics of the engine are determined.  

 V  BRAKE THERMAL EFFICIENCY 

The variation of break thermal efficiency with respect to load 

applied 20.1 compression ratio and advanced, standard and 

retard injection timings for normal and modified pistons are 

shown in graph 1. Turbulence is caused by modified piston. 

Turbulence enhances mixing and probably produces a leaning 

effect. The turbulence in the combustion chamber makes the 

charge into homogeneous and increases the combustibility of 

fuel. So brake thermal efficiency of modified piston is 2% more 

than the normal piston. Brake thermal efficiency is increasing 

with load applied. Compared to normal piston the efficiency 

increased by 2.2% for modified piston with 20.1 compression 

ratio. Thus we can get better improvement in brake thermal 

efficiency. Brake thermal efficiency is maximum for the 

advanced injection timing compared to standard and retard 

timings. So that the brake thermal efficiency can be increased 

by more than 2% for modified piston of 20.1 compression ratio 

and advanced injection timing. 

VI VOLUMETRIC EFFICIENCY 

The variation of volumetric efficiency with respect to load 

applied for 20.1 compression ratios and advanced, standard and 

retard injection timings for normal and modified pistons are 

shown in graph 2. Volumetric efficiency depends up on the 

intake air into the combustion chamber. As the intake air into 

cylinder is more then we get better volumetric efficiency. By 

Turbulence we get better results. The volumetric efficiency of 

modified piston is 2-3 % more than the normal piston compared 

to normal piston the efficiency increased by 2.6% for modified 

piston with 20.1 compression ratio. For 20.1 compression ratio 

it is 250 bar pressure and advance timing, so that the brake 

thermal efficiency can be increased by more than 2%. 

 

 

Graph1.comparison of brake thermal efficiencies with load 

applied for 20.1 Compression ratio and different injection 

timings of normal & modified pistons 

 
Graph 2.comparison of volumetric efficiencies with load 

applied for 20.1 compression ratio and different injection 

timings of normal & modified pistons. 

 

VII CARBON MONOXIDE (CO) EMISSIONS 

Amount of Carbon monoxide (CO) emissions present in the 

exhaust with respect to load applied for 20.1 compression ratios 

and advanced, standard and retard injection timings for normal 

and modified pistons are shown in graph 3. As more amount of 

oxygen is available in cylinder results the reduction in CO 

emissions. Due to the turbulence there will be a good amount 

of oxygen supply to cylinder. Turbulence is caused by modified 

piston. So that carbon monoxide emissions are reduced by 15% 

vol with modified piston. Carbon monoxide emissions are 

reduced with load applied. For 20.1 compression ratio the 
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reduction in CO emissions is 17% vol for modified piston. At 

250 bar pressure and the standard injection timing for 20.1 

compression ratio CO emissions are reduced by 15 % with 

modified piston 

 
Graph 3.comparison of carbon monoxide emissions with load 

applied for 20.1 compression ratio and different injection 

timings of normal & modified pistons. 

 

VII HYDRO CARBON (HC) EMISSIONS 
The HC emission for normal piston is 6 ppm and 4 ppm for 

swirl piston. This is shown in graph 4. Hence with the use of 

swirl piston there has been a considerable decrease of 2 ppm in 

HC emissions. 

 
Graph 4.comparison of Hydro carbon emissions with load 

applied for 20.1 compression ratio and different injection 

timings of normal & modified pistons. 

VIII CARBON DIOXIDE EMMISION 

The CO2 emissions are 2.43 %vol for swirl piston and 3.54 

%vol for normal piston. This is shown in graph 5. There by 

there is an increase of 1-2 % in CO2 emissions. 

IX OXIDES OF NITROGEN 

 The amount of Oxides of Nitrogen (NOx) emissions present in 

the exhaust with respect to load applied for 20.1 compression 

ratios and advanced, standard and retard injection timings for 

normal and modified pistons is shown in graph 6. NOx is 

created mostly from nitrogen in the air. NOX is a very 

undesirable emission, and regulations that restrict the allowable 

amount continue to become more stringent. Released NOx 

reacts in the atmosphere to form ozone and is one of the major 

causes of photochemical smog. Most of this will be nitrogen 

oxide (NO), with a small amount of nitrogen dioxide (NO2), and 

traces of other nitrogen-oxygen combinations. NOx emissions 

are reduced by 7% with modified piston. For 20.1 compression 

ratio the reduction in NOx emissions is 8% for modified piston. 

Thus we can get good reduction in NOx emissions at 20.1 

compression ratio and standard injection timing. 

 
Graph 5.comparison of Carbon dioxide with load applied for 

20.1compression ratio and different injection timings of normal 

& modified pistons. 

 
Graph 6.comparison of Oxides of Nitrogen with load applied 

for 20.1compression ratio and different injection timings of 

normal & modified pistons. 

VI CONCLUSIONS 

Fuel economy is most important factor for any I.C. engine. But 

environmental protection is much more important than fuel 

economy. It is necessary that modification in the engine may be 

incorporated so as to minimize the exhaust emissions which are 

of topmost priority. In this connection, the geometry of the 

piston is modified by accommodating rotating blades in the 

piston crown to induce turbulence by means of swirl motion of 

charge. 
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With the rotating blades inside the piston, turbulence is 

generated inside the combustion chamber. This further 

increases the combustibility of the mixture. 

The homogeneous mixture inside the combustion chamber 

increases the break thermal efficiency of modified piston by 2% 

compared to normal piston.  

The turbulence in the combustion chamber provides the 

homogeneous mixture; this increases the volumetric efficiency 

by 2% with modified piston. 

The turbulence in the combustion chamber increases the 

oxygen present in it. With this emissions are drastically 

reduced. 

The NOx emissions are increased due to the high 

temperatures in the combustion chamber caused by the 

turbulence. 
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Abstract 

A river generally exhibits a two stage geometry i.e. deeper main channel and shallow floodplain called compound section. In 
most of the compound channels, the floodplain geometry is found to be varying along the length of the flow called non-prismatic 
compound channel. The modelling of such flows is of primary importance when seeking to identify flooded areas and for flood 
risk management studies etc. The water surface profile is a series of transition curve from the normal depth line in one sub reach 
to the normal depth line in the adjacent sub reach. Water surface modeling help for the study of flood waves, water level 
calculation during flood, stage discharge relation, design of water work structures. All non-prismatic open channel flows are 
found to be unsteady and non-uniform. So these flows are difficult to analyse. In this paper experiments have been conducted to 
compute the water surface profile of non-prismatic compound channel for different converging angle and an attempt has been 
made to formulate mathematical models for predicting water surface profile by using the new experimental data of N.I.T, 
Rourkela and other standard data sets for different converging compound channels. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of ICWRCOE 2015. 
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1. INTRODUCTION 

A compound channel consists of a main channel and floodplains. The main river channel carries low flows and 
the flood plains transport overbank flows during flooding. The storage provided by floodplains in overbank flow 
reduces river channel that carries low flows flood stages. The interaction between the main channel and floodplain 
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flow is a complex one because of the momentum transfer at the interface. This phenomenon is more complex in non-
prismatic compound channels with converging floodplains due to change in geometry. In converging compound 
channel the flow is forced to leave the flood plains and enter the main channel resulting in increased interactions and 
momentum exchange (Bousemer and Zech (1999), Bousemer et al. (2004), Proust et al. (2006), Rezai (2006)). This 
extra momentum exchange should also be taken into account in the flow modelling. Today more than half of the 
world’s population live within 65km of a sea cost, and most of the major cities are also located on main river 
systems. So whenever flood occurs, this has lead to increase in the loss of life and economic cost (Knight and 
Shamseldin 2005). Water surface profile prediction is a vital issue in flood risk management and also in assessing 
ecological effects of bridge construction or changing the cross section geometry of channels. The effect of 
contraction on the water depth in a compound channel with converging compound channel is now investigated. In 
present work based on the experimental data of N.I.T Rourkela data and Rezai (2006) data an attempt has been made 
to develop a mathematical model for water surface calculation in converging compound channels. The method can 
be applied to the converging compound channels of different configurations and flow conditions. 

 
Nomenclature 

 width ratio 
  aspect ratio 

 relative depth 
Xr          relative distance 

 
 

2. EXPERIMENTAL WORK 

2.1. Experimental Setup 

Experiments had been conducted at the Hydraulics and Fluid mechanics Laboratory of Civil Engineering 
Department of National Institute of Technology, Rourkela, India. Three sets of non-prismatic compound channels 
with varying cross sections were built inside a concrete flume measuring 15m long × 0.90m width × 0.55m depth 
and flume with Perspex sheet of same dimensions. The width ratio of the channel was α = 1.8 and the aspect ratio 
was δ = 5. Keeping the geometry constant, the converging angles of the channels were varied as 12.38°, 9º and 50 
respectively. Converging length of the channels fabricated were found to be 0.84m, 1.26m and 2.28m respectively. 
Longitudinal bed slope of the channel was 0.0011. Roughness of the floodplain and main channel were identical and 
the Manning's n was determined as 0.011 from the experimental runs in the channel. A re-circulating system of 
water supply was established with pumping of water from an underground sump to an overhead tank from where 
water flows under gravity to the experimental channel. Adjustable vertical gates along with flow strengtheners are 
provided in upstream section sufficiently ahead of rectangular notch to reduce turbulence and velocity of approach 
in the flow near the notch section. An adjustable tailgate at the downstream end of the flume helps to maintain 
uniform flow over the test reach. Water from the channel was collected in a volumetric tank that helps to measure 
the discharge rate. From the volumetric tank water runs back to the underground sump. Figure 1(a) shows the plan 
view of experimental setup. Figure 1(b) shows the plan view of experimental sections.  

A movable bridge was provided across the flume for both span wise and stream wise movements over the 
channel area so that each location on the plan of compound channel could be accessed for taking measurements. The 
broad parameters of this channel are aspect ratio of main channel (δ), width-ratio (α). 

A micro-Pitot tube of 4.77 mm external diameter in conjunction with suitable inclined manometer is used to 
measure velocity at these points of the flow-grid. The Pitot tube is physically rotated with respect to the main stream 
direction till it gives maximum deflection of the manometer reading. A flow direction finder having a least count of 
0.1° is used to get the direction of maximum velocity with respect to the longitudinal flow direction. The angle of 
limb of Pitot tube with longitudinal direction of the channel is noted by the circular scale and pointer arrangement 
attached to the flow direction meter. The overall discharge obtained from integrating the longitudinal velocity plot 
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and from volumetric tank collection is found to be within ±3% of the observed values. 

 
Fig.1 (a). Plan view of experimental Setup (b). Plan view of experimental Section 

 
Table1.Hydraulic parameters for the experimental channel data set collected from literature experiments 
 

 
 

3. EXPERIMENTAL RESULTS 

The stage discharge relationship of different sections for the converging compound channel of angle 12.38° from in 
bank to over-bank flow conditions are shown in Fig.2 (a) and Fig.2 (b). A total 13 stage-discharge runs for are 
observed at the test reach. 

Verified 
test 
channel 

Types 

of 

channel 

Angle of 
convergent 

(Ɵ) 

Longitudin
al slope   
(S) 

Cross 
sectional 
geometry 

Total 
channel 
width (B) 

Main 
channe
l width 
(b) 

Main 
channel 
depth (h) 

Width 
ratio 

(sec-1) 

B/b (α) 

Converging 
length 

(Xr) 

Aspect 

Ratio 

b/h (δ) 

     Meter Meter Meter  Meter  

Rezai 

(2006) 

Convergent 

(CV2) 

11.31° 0.002 Rectangular 1.2 0.398 0.05 3 2 7.96 

Rezai 

(2006) 

Convergent 

(CV6) 

3.81° 0.002 Rectangular 1.2 0.398 0.05 3 6 7.96 

Rezai 

(2006) 

Convergent 

(CV6) 

1.91° 0.002 Rectangular 1.2 0.398 0.05 3 6 7.96 

N.I.T. Rkl Convergent 5° 0.0011 Rectangular 0.9 0.5 0.1 1.8 2.28 

 

5 

N.I.T. Rkl Convergent 9° 0.0011 Rectangular 0.9 0.5 0.1 1.8 1.26 5 

N.I.T. Rkl Convergent 12.38° 0.0011 Rectangular 0.9 0.5 0.1 1.8 0.84 5 

b a 
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Fig. 2(a). Stage discharge relationship for the converging angle 12.38° (Sec-1 prismatic part)  (b). Stage discharge relationship for the converging 

angle 12.38° (Sec-3- Non-prismatic part) 

4. WATER SURFACE PROFILE COMPUTATION AND MODEL DEVELOPMENT 

From the literature study, it is seen that water surface profile (WP) = F (α, β, δ) for prismatic compound channel, 
Where F is the functional symbol. But when all the equations are tested against non-prismatic compound channels 
of converging sections significant errors are found due variation of geometry. So an attempt has been made here to 
see the variation of Non prismatic water surface profile with respect to different independent parameters. Non 
prismatic water surface profile has been derived from a wide range of experimental data sets from three different 
types of converging compound channels of NIT, Rourkela, India along with three series of converging compound 
channels data of Rezai (2006) (details of the data sets are given in Table.1) These compound channels have 
homogeneous roughness both in the main channel and floodplain subsections. Manning’s n values for all these 
smooth surfaces are taken as 0.01.A multiple-variable regression model is developed by taking five important  
dimensionless independent parameters. The dependency of Non dimensional water surface profile (NWP - Flow 
depth over floodplain divided by full main channel depth) and the best functional relationships of it have been found 
out from different plots described below. The relationships may be in the following form 
NWP = F (α, β, δ, θ, Xr)           (1) 
 
The variation of NWP has been found out for six converging compound channels. The variation of NWP in terms of 
relative depth β and relative distance Xr are plotted for different converging angles θ in Fig 4, 5, 6, 7, 8, 9. From 
these figures it is seen that NWP increases with increase in relative depth.  

 
Fig.4. Variation of NWP along the Non prismatic length for converging angle 1.91˚ 
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Fig.5. Variation of NWP along the Non prismatic length for converging angle 3.81˚ 

 

 
Fig.6. Variation of NWP along the Non prismatic length for converging angle 3.81˚ 

 

 
Fig.7. Variation of NWP along the Non prismatic length for converging angle 5˚ 
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Fig.8. Variation of NWP along the Non prismatic length for converging angle 9˚ 

 

 
 

Fig.9. Variation of NWP along the Non prismatic length for converging angle 12.38˚ 
 

By analysing the above plots, the best functional relationships of NWP with different non-dimensional geometric 
and hydraulic parameters for the ranges of overbank flow depths are given by 

NWP = 0.25 e - 0.57 X
r    for lower Relative flow depth i.e Dr= 0.2, 0.25, 0.3        (2) 

NWP = 0.40 e - 0.22 X
r    for higher Relative flow depth i.e Dr= 0.4, 0.5                           (3)  

Here the R2 value of the chosen functional relationship has been found to be very high and varies from 0.97 to 0.99 
(please see the Fig. no. 4, 5, 6, 7, 8, 9).  The equations (2) and (3) can be applied to compute the water surface 
profile  of a converging compound channel flow for different converging angles and at different reaches in terms of  
relative distance from the starting part of non-prismatic reach i.e. Xr.  
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5. RESULTS AND DISCUSSION 

The NWP for all the new non-prismatic compound channels and the data of Rezai (2006) has been computed using 
equation (2) and (3).  The variation between the calculated values of NWP of equations (2) and (3) and the 
corresponding observed values for all the six types of channels are shown in Fig.10 for higher Relative depth and 
Fig.11 for lower Relative depth. The percentage error NWP is less for both Present experimental Channel as well as  
Rezai (2006) Channel proving the effectiveness of the equation (2) and (3). 
 

 
 

Fig.10. Scatter plot for observed and modelled value of NWP for higher Dr 
 

  
 

Fig.11. Scatter plot for observed and modelled value of NWP for lower Dr 
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6. CONCLUSIONS 

 
The following conclusions can be derived from the above research presented in this work. 
 
 From the experimental results on converging compound channels, the stage discharge of different sections of the 

converging compound channels is measured.  
 The water surface profile along a non-prismatic compound channel are found to increase with increase of 

Relative depth for converging compound channels of different converging angles and decreases along the 
converging lengths of the channel under sub-critical flow conditions.  

 The dependency of Non prismatic water surface profile is influenced by non-dimensional geometric and 
hydraulic parameters. The NWP in converging compound channel is found to be a non-linear function of all 
these non-dimensional parameters.  

 The present mathematical model for a converging compound channel showing the dependency of NWP with 
relative distance for different flow depths are presented and modelled. The equations are found to provide good 
results when compared with the observed NWP. 
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Abstract - In Digital Signal Processing, filtering is one of the 
major task, where the inputs to the filter are floating point 
numbers. This paper discuss about realization of a digital Finite 
Impulse Response (FIR) filter using high speed, low power 
floating point arithmetic unit on an Field Programmable Gate 
Array. High speed is achieved by using a modified normalization 
unit along with ripple carry adder. A new array multiplier using 
the concept of carry generation and propagation is used, which 
reduces the power consumption. The average speed and power 
requirements of implemented filter are compared with a 
conventional FIR filter.  
 
Keyword: Finite Impulse Response (FIR) Filter, Floating Point 
Arithmetic Unit(FPAU), Normalization unit, Array multiplier. 
 

I. INTRODUCTION 
  
  Most of the computer applications in recent years need 
complex computations which demand for accurate results. 
Example for these kinds of applications includes graphical 
applications and Digital Signal Processing applications which 
resulted in the need of including Floating Point Arithmetic 
Unit (FPAU) [1]-[2]. In Filter design the FPAU is an 
important block where addition and multiplication operations 
are frequently used. 
 
  Speed is considered as the primary parameter and the power 
as secondary parameter in designing digital systems 
nowadays. The feature size of the integrated circuit is 
reducing almost at nano scale, the motive behind the 
miniaturization is to improve the speed, but this higher level 
of integration is increasing the power consumption [3]. Hence 
heat removal and low power dissipation are the primary goals 
of the designer and also enhancing the speed of the integrated 
circuit. 
 
  Power reduction can be achieved using different levels of 
abstraction of a VLSI design. This includes fabrication 
process level, circuit design level, algorithm level and 
architecture level. In algorithm level this is achieved with a 
slight modification in the existing algorithm [4]-[5]. 
Reduction of threshold voltages will improve the power 
reduction at circuit level. Parallel and pipelined architectures 
can be used at architecture level. 
 
  A parallel FIR filter is implemented using even symmetric 

coefficients reducing the number of multipliers, where the 
multipliers are implemented using adders reducing the 
hardware requirements [6]. A carry save adder (CSA) is used 
in implementing FIR filter that gives High Speed and Low 
power constant multiplier, where the FIR filter is used in 

signal processing applications [7]. An FIR filter is designed 
using the concept of faithfully rounded truncated multipliers, 
where the emphasis is on the low cost [8].  A modified 
multiplication technique is proposed that uses redundant 
multiplication of higher order bits avoided by separating 
multiplication into higher and lower parts that can reduce the 
power dissipation in FIR filters in [9]. The aim is to design a 
FIR filter, with low power consumption and high speed, 
which can be achieved using a special floating point 
arithmetic unit. 
 
  The logic implementation style of an adder can vary the 
power dissipation, in order to get high performance and low 
power, a Bridge style adder is proposed in [10], that uses the 
concept of high degree of regularity. Hybrid carry-select 
modified tree adder architecture is investigated to minimize 
power consumption using multiplexers is proposed in [11]. A 
carry-look ahead adder technique is used in describing 
leading-zero count, significantly reduces power consumptions 
in both static and dynamic CMOS Logic [12]. A scalable 
leading zero detector is described in [13]. The pass transistor 
logic is used in leading zero detector design to yield high 
speed at the cost of high power dissipation is proposed in 
[14]. The ripple carry adder is selected in this work as it 
consumes low power than their counterpart adders; the 
normalization is modified to achieve the speed in the floating 
point addition. 
 
  There are various high-speed multipliers proposed but it 
should be recognized that power consumption needs to be 
reduced when there is a tradeoff between speed and power as 
given in [15]. The multiplication operation can be performed 
using a Booth multiplier algorithm where the addition can is 
performed using ripple carry adder, dissipating less power 
than carry- look ahead adder [16].  The majority of these 
floating point ALUs can handle at most 32-bit wide floating 
point numbers particularly, ALUs introduced in DSP 
processors intended for audio applications [17]-[18]. There 
are different levels of abstraction where the Low-power 
multipliers have been studied. In [19]-[20], architecture level 
method is proposed where clock gating few functional units 
of a multiplier is carried out. To do the reliable design 
evaluation, each and every detail of the arithmetic elements 
needs to be considered rather than going at a high-level 
approach. For example, the assumption that power 
consumption in multipliers proportionally varies with the 
width of data path is not true always [21]. An array multiplier 
is selected in this work as it is having low hardware 
requirements which reduce the power consumption.  
 



 

II. FLOATING POINT ARITHMETIC UNIT 
 
   The Floating point Arithmetic Unit defined in this paper 
operates on floating point numbers and performs operation 
such as addition and multiplication. IEEE 754 standard is 
followed to represent floating point numbers as shown in 
fig.1 [22].  Here in our discussion we use Single- precision 
floating point number formant, which consists of three fields 
Sign bit(s), Biased exponent (e) and Mantissa (m). The 
single-precision number format has 1-bit sign, 8-bit exponent, 
and 23 bit mantissa. Floating point numbers cover a wide 
range compared to fixed point numbers. But the complexity 
of implementation is more.  
 

 
 
Fig.1 IEEE 754 Single-precision floating point number format. 
 
A. FLOATING POINT ADDITION 
 
  The floating point addition can be performed in five stages 
they are Exponent difference, pre-alignment, addition, 
normalization and rounding off stage. Let X1, X2 be two 
floating-point numbers X1 = (S1, E1) and X2 = (S2, E2). The 
five stages for addition are.  

1. Finding the difference between exponents          i.e. 
D = E1-E2. If D < 0, then swap the mantissas, the 
resultant exponent is the larger exponent among E1 
and E2.  

2. Pre-aligning the mantissa with lesser exponent by 
shifting it right by D bits.  

3. The temporary mantissa is obtained by addition or 
subtraction of the mantissas based on sign bits of the 
operand. 

4. Normalization is performed to represent the operand 
in floating point IEEE 754 standards.  

5. Rounding off is performed on the resultant mantissa. 
The Fig. 2 explains the addition algorithm. 

 
 
Fig. 2 Floating point Addition data path. 

 A ripple carry adder is used as adder in FPAU, which 
consumes less power among all the adders, and the ripple 
carry adder is simple and slower compared to their 
counterparts [16]. The Fig.3 is a ripple carry adder used for 
addition of two 4 bit numbers. 

 
 
Fig .3 Ripple carry adder. 
 
B. FLOATING-POINT NORMALIZATION UNIT:  
 
  Normalization unit is an important stage in the floating point 
addition. Where leading zeros are counted till a first one bit is 
encountered. A barrel shifter is used to left shift the data 
depending on the count. The Fig.4 shows about a 
normalization unit. A modified normalization unit is designed 
based on partition method is discussed in the next section. 

 
 
Fig.4.  Conventional Normalization Unit. 
 
C. FLOATING-POINT MULTIPLICATION  
 
  Normally the floating point multiplier has a complicated 
circuit than an adder circuit. Let us assume the floating-point 
numbers X1 = (s1, e1, f1) and X2 = (s2, e2, f2), the resultant 
number Xm = (sm, em, fm) is calculated below in three steps.  

1. Calculating the resultant sign sm= s1 xor s2. And 
exponent em= e1+e2.  Multiply the mantissas fm=f1 
* f2. 

2. If the result from the multiplier overflows 
normalization is performed. 

3. The mantissa is shifted right by ‘1’ bit and the 
exponent is incremented by ‘1’ in case of result 
overflows, in the rounding off step. 

 



 

  The Fig.5 is the algorithm of floating point multiplier. An 
efficient multiplier improves the overall efficiency of the 
floating point multiplier. 

 
 
Fig .5. Floating-point multiplier data path. 
 
 An array multiplier is used that consumes less power when 
compared to all other multipliers [20]. It is simply a shift-add 
algorithm. The Fig.6 is an array multiplier having two inputs 
of 4 bit size and an output of 8 bit. A modified array 
multiplier is used in this paper is explained in this next 
section. 

 
 
Fig. 6 Conventional 4-bit Array Multiplier. 
 

III. MODIFIED NORMALIZATION UNIT 
 
  The modified Normalization Unit uses the concept of 
partition the input data. The modified floating-point 
normalization unit is shown in Fig 7. There are three stages 
and the computation procedure is explained below. 
In stage -1, the 25 bits of input data is partitioned into 5 
blocks, with each block consisting of 5 bits each. Each group 
of 5 bits data is applied as inputs to the OR gate. The 5 OR 
gates generates outputs as y1, y2, y3, y4, y5. These outputs 
are applied as inputs to the priority encoder circuit. The 
priority encoder gives two outputs Z and count is 5 bit. In 
stage-2, the position of first one bit among the input Z (output 
of stage-1) is calculated using the conventional NU method. 
And the sub count is calculated. In stage-3, the output of 
stage-1, stage-2 is added. This generates the shiftamount. A 
barrel shifter is used to reduce the delay. The single precision 
floating point input considered is having 25 inputs. Hence we 

select m=k= 5 bits. From the architecture it is observed that 
count=5 bit, subcount= 3 bit, and shiftamount=5 bit. The 
barrel shifter is also having 5 bit input.  
 

 
 
Fig. 7. Modified Normalization Unit. 
 

TABLE I 
COMPARISON OF MODIIFIED AND CONVENTIONAL 

NORMALIZATION UNIT. 
 

Parameter Conventional 
NU 

Modified 
NU 

Speed (n sec) 39.92 23.63 
No. of slices 
(FPGA) 

184 84 

Dynamic 
power(m watts) 

34 29 

 
 The modified normalization unit using partitioned method 
shows reduction in average power, number of LUTs and 
improvement in average speed than the conventional 
normalization unit. Optimal performance can be achieved 
when the number of blocks and number of bits in each block 
are approximately equal. Table I show the comparison 
between the modified normalization unit and conventional 
normalization unit. 
 

IV. MODIFIED ARRAY MULTIPLIER 
 
A Conventional  ‘n’ bit array multiplier gives ‘2n’ bits of 
output. For Floating point numbers the last ‘n’ bits contribute 
to the rounding off process. The modified array multiplier 
does not calculate these ‘n’ LSB bits.  This reduces the 
hardware resulting in low power design at the cost of 
rounding off error. To correct the obtained ‘n’ bit MSB result, 
only carry is generated and propagated from the LSB side. By 
which additional hardware required for computing the sum 
bits is reduced. In this architecture, changes are made in 
Lower half of the multiplier by using carry generators in 
place of Half adders and Full adders.  



 

  The carry is generated using carry generation half (CGH) 
and carry generation full (CGF) circuits using the         
equation 1, 2. 
 
C CGH = A.B                                          (1) 
C CGF = A.B+B.C+A.C                          (2)  
 
  The modified arrary multipler design has no rounding off 
step after calculating the output. The rounding off error is 
ignored as it is of the order of 10-6. The data path after 
removing this step looks like fig.8. 
 

 
 
Fig. 8. Modified array multiplier data path. 
 
  The modified array  multiplier   for a single- precision 
floating point numbers has 24 bit input and output is also 24 
bit (MSB), having negligable round off error. The hardware 
required for generating 24 bit(LSB) is eliminated. The Fig .9 
shown below is the block diagram of  modified array 
multiplier, where the generated carry is propagted to the MSB 
for reducing the error. 
 

 
 
Fig. 9 Architecture of 24 bit Modified Array Multiplier . 
 

  In the modified array multiplier architecture as shown in 
Fig.4.2. The carry generation unit replaces one HA with one 
CGH, 23 Full adders with 23 CGF. The modified array 
multiplier is implemented using HDL and simulated. The 
fig.10 shows the simulations of a sample data. 
 

 
 
Fig.10 Simulation of Modified Array Multiplier. 
 
 Both the conventional and modified array multiplier is 
synthesized using Xlinix Spartan. Area and timing 
information is obtained, the power dissipation information is 
obtained using Xpower Analyzer. Speed and power 
dissipation are tabulated in Table II. 
 

TABLE II 
COMPARISON OF CONVENTIONAL ARRAY MULTIPLIER AND 

MODIIFIED ARRAY MULTIPLIER 
 

Parameter Conventional 
multiplier 

Modified 
multiplier 

Percentage 
improvement 

Speed  (ns) 75.2 69.97 2.4 % 
Dynamic 
Power(mw) 

993 927 6.7 % 

 
  The modified array multiplier design for a single precision 
floating point input  shows an improvement in the power 
saving. 
 

V. PROPOSED DIGITAL FIR FILTER 
 
  In digital signal processing, a FIR filter is a filter whose 
response to any finite length input is of finite duration, 
because it settles to zero in finite time. The FIR filter is 
computed mathematically as summation of input data 
multiplied with filter coefficients. The input data and filter 
coefficients are generally floating point numbers. Let us 
assume X[n] is the input data vector and H[n] is the filter 
coefficients vector, the output vector of digital FIR filter is 
Y[n], 
 



 

The ‘mth’ output of a Digital FIR is computed as  
 
Y[m] = X[n].H[0] + X[n-1].H[1] + X[n-2].H[2] + …..        X 
[n-m] H[m]                                                   (3) 
 
  The number of taps of the filter is given by ‘m’. So for each 
value of m the input data is multiplied by a filter coefficient 
and the result is accumulated with the previous sum as shown 
in Eq.3. The main idea is to multiply and add. This 
multiplication and Addition is achieved using the Floating 
Point Arithmetic Unit. The operation of multiply and add is 
not only restricted to FIR filter, this is used in many signal 
processing concepts like convolution , IIR filter, Fourier 
transforms etc. 
 

 
 
Fig. 11 Modified Floating point Arithmetic Unit. 
 
  The adder block and multiplier block of a FPAU makes use 
of modified Normalization Unit and modified multiplier as 
shown in the fig.11 The SEL bit of the instruction tells about 
the operation type. The adder block is designed using ripple 
carry adder and modified Normalization Unit. An array 
multiplier is used in the multiplier block. The FPAU operates 
on floating point numbers. The conventional and proposed 
FIR filter are simulated and synthesized on XILINX 
SPARTAN-3 FPGA board. The results of average speed and 
power dissipation of conventional and proposed FIR filter are 
graphically represented in Fig.12 and table III. 
 

TABLE III 
COMPARISON OF CONVENTIONAL FIR FILTER AND MODIIFIED FIR 

FILTER. 
 

Parameter Normal 
 FIR 

Modified 
FIR 

Percentage 
Enhancement 

Speed  (ns) 105.5 80.5 23.1 % 

Dynamic 
Power(mw) 

7.17 5.76 20.5 % 

 

 
 
Fig.12 Delay and Power comparison of conventional and Proposed FIR 
filters. 
 
  An FIR filter is realized using the floating point Arithmetic 
Unit and is implemented on Xilinx FPGA Spartan board. 
Average speed and power consumption are compared to 
conventional techniques. This proposed FIR filter has 
resulted in an average speed enhancement and a power 
reduction. 
 

VI. CONCLUSION 
 
  In this paper we have designed a digital Finite Impulse 
Response (FIR) filter using a floating point arithmetic unit 
(FPAU). The addition unit of the FPAU consists of a ripple 
carry adder and a modified normalization unit which uses a 
partitioning technique, enhances the speed of arithmetic unit. 
The multiplication is performed using a modified array 
multiplier where the hardware required is reduced, resulting 
in low power consumption. The FIR filter design is 
implemented on a FPGA, that resulted in an average speed 
enhancement of 23.1% and an average power reduction of 
20.5% compared with conventional FIR filter. 
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Abstract 
 
Rivers have fascinated engineers and scientists for decades while 
providing water supply for domestic, irrigation, and industrial 
consumption or transportation and recreation use. As a result of 
topography changes along the open channels, designing the converging 
compound channel is an essential. Water surface prediction is an 
important task in flood risk management in urban area. In this paper 
based on the principle of the momentum balance, a one dimensional 
method is investigated to predict the water surface elevations in non-
prismatic compound channels. The numerical method is then applied to 
calculate water surface elevation in non-prismatic compound channel 
configurations, the results of calculations show good agreement with 
the experimental data. In this paper a complete three-dimensional and 
two phase CFD model for flow distribution in a converging compound 
channel is investigated. The finite volume method (FVM) with a 
dynamic Sub grid-scale was carried out for convergence condition. The 
volume of fluid (VOF) method was used to allow the free-surface to 
deform freely with the underlying turbulence.  The accuracy of the 
model was analyzed with observed data from experimental studies of a 
converging compound channel as the qualitative reference and the 
computed results of the present study were validated. The predicted 
results for the flow characteristics are in reasonable agreement with the 
experiment data. 
 
Keywords: Experimental model, Numerical model, FVM method, 
VOF method, prismatic and non prismatic section, converging 
compound channel. 
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1. Introduction 
Prediction of conveyance capacity in open channel flows is complex and requires 
adequate modeling of flow features such as secondary circulation cells and, 
specifically for over-bank channels, the momentum exchange that occurs at the main 
channel/floodplain interface. One of the significant characteristic attributes of flow in 
an open-channel bend is its secondary flow and therefore the helical motion that is the 
main reason of the winding river morphology and the tendency to create a succession 
of shoals and deeps along its way. Due to the existence of secondary flow, flow 
characteristics in channel bends are much more complicated than those in straight 
channels. In other words, close to the inner wall and also at the channel bed, pressure 
gradient exceeds centrifugal force and conveys water in a transverse direction towards 
the inner wall. At the free surface, centrifugal force drives the flow to the outer wall. 
This kind of flow is known as the secondary flow (Lien et al., 1999). Super-elevation, 
secondary flows and their tending to redistribute the mean velocity, permuting the 
boundary shear stress, bank erosion and shifting, flow separation (that its presence 
coming together with vortex bar formation decreases the channel width and 
conveyance capacity), and bed migration in mobile boundary channels have made the 
study of the non-prismatic open channels of a high interest in the field of river 
engineering. 

A step has been taken to do numerical analysis on a non prismatic compound 
channel flow .The work will help to simulate the different flow variables in such type 
of complex flow geometry. Booij (2003) and VanBalen et al. (2008) modeled the flow 
pattern at a mildly-curved 180º bend and assessed the secondary flow structure using 
large eddy simulation (LES). Lu et al. (2004),  Bodnar and Prihoda (2006) and Omid 
Seyedashraf, AliAkbar &Milad Khatib Shahidi(2012) applied a three-dimensional 
numerical model to simulate secondary flows, the distribution of bed shear stress, the 
longitudinal and transversal changes of water depth and the distribution of velocity 
components at bend using the standard  k-ϵ turbulence model. B. K. Gandh, H.K. 
Verma and Boby Abraham (2010) determined the velocity profiles in both the 
directions under different real flow conditions and investigated the effects of bed slope, 
upstream bend and a convergence / divergence of channel width of velocity profile. 
Ahmed Kassem; Jasim Imran and Jamil A. Khan analyzed from the three-dimensional 
modeling of negatively buoyant flow in a diverging channel with a sloping bottom and 
modified the k-e turbulence model for the buoyancy effect. Anthony G. Dixon (2012) 
simulated CFD software with fluid flow interactions between phases. Other studies 
have been also conducted by researchers in this area (e.g. Ervine and Jasem (1995), 
Jasem (1990), James & Brown (1977), Elliott (1990), Bousmar (2002) and Bousmar et 
al. (2004a) Bahram Rezaei (2006)). 

In the present work, an effort has been made to investigate the velocity profiles for 
prismatic and non-prismatic section of a convergent compound channel by using a 
commercial computational fluid dynamics(CFD) code, namely FLUENT. The CFD 
model developed for a real open-channel was first validated by comparing the velocity 
profile obtained from it with that obtained by actual measurement in the same channel 

https://www.researchgate.net/publication/270254147_Bend-Flow_Simulation_Using_2D_Depth-Averaged_Model?el=1_x_8&enrichId=rgreq-58848c2c-9e13-4792-aa97-d9b682bd6399&enrichSource=Y292ZXJQYWdlOzI2NDIzNjI1MDtBUzoxMjMyNDE0NTI1NDQwMDBAMTQwNjM5NDQ2MDQ5MQ==
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using preston tube. The CFD model has been the used to analyze the effects of 
upstream bend, convergence of channel width and bed slope, and to study the 
variations in velocity profiles along the horizontal and vertical directions.  

 
2. Experimental Setup 
Experiments was conducted in non-prismatic compound channels with varying cross 
section built inside a concrete flume measuring 15m×.9m×0.5m at National Institute of 
Technology Rourkela Hydraulic laboratory. The width ratio of the channel is 
α≤1.8and the aspect ratio is δ≥5. The converging angle of the channel is 
12.38°.Converging length of the channel is 0.84m.The channel is made up of cement 
concrete. Water will be supplied through a Centrifugal pumps (15 hp) discharging into 
a RCC overhead tank. In the downstream end there will be a measuring tank followed 
by a sump which will feed to over head tank through pumping thus completing 
recirculation path. Fig.1 shows the schematic diagram of experimental setup and 
dimensions of channel with test section respectively.Fig.2 shows the plan view of two 
different experimental sections. Water was supplied to the flume from an underground 
sump via an overhead tank by centrifugal pump (15 hp) and recirculate to the sump 
after flowing through the compound channel and a downstream volumetric tank fitted 
with closure valves for calibration purpose. Water entered the channel bell mouth 
section via an upstream rectangular notch specifically built to measure discharge in the 
laboratory channel. An adjustable vertical gate along with flow straighteners was 
provided in upstream section sufficiently ahead of rectangular notch to reduce 
turbulence and velocity of approach in the flow near the notch section. At the 
downstream end another adjustable tail gate was provided to control the flow depth 
and maintain a uniform flow in the channel. A movable bridge was provided across the 
flume for both span wise and stream wise movements over the channel area so that 
each location on the plan of compound converging channel could be accessed for 
taking measurements. The broad parameters of this channel such as aspect ratio of 
main channel (δ), width ratio (α). 

 
 

  
Fig. 1: Plan view of Experimental Set up Fig. 2: Plan view of two different 

experimental section 
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3. Validation of CFD Model 
For validation of CFD simulation, the velocity profile across the width of a channel is 
measured by a preston tube and compared with the numerical results. A long 
converging water conveying non prismatic channel has been selected for this purpose. 
The channel width is divided into cells of 0.05 m size for measurement of velocity at 
the centre of each cell by Preston tube. For CFD simulation, the flow domain is 
initially discretized with hexahedral elements of face length equals to 0.01 m for 
analysis. Flow is assumed to be steady, turbulent and three-dimensional. Experimental 
velocity profile was measured by preston tube and velocity contour was drawn by 
SURFER and then validated with CFD prediction. 

Discharge evaluated from the two velocity profiles using velocity-area integration 
method are as under: 

Discharge from Preston tube measurement data = 0.051 m3/s 
Discharge from CFD simulation data = 0.063 m3/s 
 

4. Results and Discussion 
Results have been shown to demonstrate the performance of commercial generic CFD 
package when applied to open channel flows. In cases where the channel geometry is 
more complex and varies along the channel, the secondary flow is more as a result of 
the geometry than the turbulence. Thus the usefulness of CFD and applicability of the 
models for the problem under consideration depends very much upon the type of 
geometry and particularly on the nature of dominant forces. 

 

 
Fig.3 (a) Contour of Sec 1 of experimental results. 
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Fig.3 (b) Contour of Sec 1 by CFD simulation. 

 
Fig. 4 (a) Contour of Sec 2 of experimental results. 

 

 
Fig. 4 (b) Contours of sec 2 by CFD simulation. 
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Fig. 5: Depth average velocity profile for sec 1(by  
both experimental and Computational results) 

 

 
 

Fig. 6: Depth average velocity profile for section 2(by both  
experimental and Computational results). 
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5. CONCLUSIONS 
1. Fig.3 (a) and Fig.4 (a) shows the velocity contours for sec-1 & sec-2 obtained by 
experimental results. Fig.3 (b) and Fig.4 (b) shows the velocity contours for sec- 1 &2 
by Numerical analysis. Fig.5 and Fig.6 shows the both experimental and 
Computational depth average velocity profile for sec-1 & sec-2. 2. The results show 
that the CFD predictions accurately predict the velocity and depth average velocity for 
LES turbulence model.3. In both the cases velocity was over predicted when smooth 
walls were applied as expected. In this paper the flow velocity profile in non prismatic 
compound channel has been numerically modeled. The CFD model has been validated 
by comparing the results with actual measurement carried out with Preston tube. 
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Abstract 
 
In overbank flow, due to interaction mechanism between the main 
channel and floodplain, the flow properties of the compound sections 
are greatly affected. The complexity raises more when dealing with a 
compound channel with converging floodplains. In converging 
compound channels, due to change in floodplain geometry, there is 
either severe change of momentum exchanges if the geometry of 
transition is contraction or expansion. Many investigators have studied 
and explained the complexity of such compound geometry in 
predicting the flow variable. In this paper, some experimental results in 
compound channels with converging floodplains are described and 
compared. The variations of flow properties for both prismatic and 
non-prismatic floodplains of different convergence angles are studied 
and analysed.  
 
Keywords: compound channel, converging angle, water surface 
profile, flow depth, velocity. 

 
1. Introduction 
Open Channels are classified either Prismatic open channels or non-prismatic 
channels. The open channels in which shape, size of cross section and slope of the bed 
remain constant are said to be as the prismatic channels otherwise said to be non-
prismatic channels. In non-prismatic compound channels with converging/diverging 
floodplains, due to continuous change in floodplain geometry along the flow path, the 
resulting interactions and momentum exchanges is increased. This extra momentum 
exchange is very important parameter and should be taken into account in the overall 
flow modelling of a river.As natural river data during flood are very difficult to obtain, 
research on such a topic is generally done in laboratory flumes. The present study 
focuses on converging compound channels. In a converging compound channel if the 
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flood plain is contracted, the flow is forced to leave the flood plains and enter to the 
main channel because of change in cross section area. New experiments have been 
conducted at the Hydraulics and Fluid mechanics Laboratory of Civil Engineering 
Department of NIT, Rourkela to analyse the behaviour of flow effect due to change in 
flood plain geometry in terms of converging angle. 

 
2. Experimental Work 
2.1 Experimental Setup 
Experiments have been conducted in non-prismatic compound channels with varying 
cross section built inside a concrete flume measuring 15m long ×.95m width × 0.55m 
depth. The width ratio of the channel is α>1.72 and the aspect ratio is δ>5.78.The 
converging angle of the channel is taken as 12.38°.Converging length of the channel is 
found to be 0.84m. The channel is made up of cement concrete. Water was supplied 
through a Centrifugal pumps (a 15 hp) discharging into a RCC overhead tank. In the 
downstream end there lies a measuring tank followed by a sump which feed the water 
to the overhead tank through pumping.. Water was supplied to the flume from an 
underground sump via an overhead tank by centrifugal pump (15 hp) and recirculated 
to the sump after flowing through the compound channel and a downstream volumetric 
tank fitted with closure valves for calibration purpose. An adjustable vertical gate 
along with flow straighteners was provided in upstream section sufficiently ahead of 
rectangular notch to reduce turbulence and velocity of approach in the flow near the 
notch section. At the downstream end another adjustable tail gate was provided to 
control the flow depth and maintain a uniform flow in the channel. A movable bridge 
was provided across the flume for both span wise and stream wise movements over the 
channel area so that each location on the plan of compound converging channel could 
be accessed for taking measurements.  

Water surface measurements were measured directly with point. The 
measurements were made each 5mm and 10mm in converging flume of 840 mm 
length. Point velocities were measured along verticals spread across the main channel 
and flood plain so as to cover the width of entire cross section. Also at a no. of 
horizontal layers in each vertical, point velocities were measured. Measurements were 
thus taken from mid-point of main channel to the left edge of floodplain. The lateral 
spacing of grid points over which measurements were taken was kept5cm inside the 
main channel and the flood plain. Velocity measurements were taken by pitot static 
tube (outside diameter 4.77mm) and two piezometers fitted inside a transparent fibre 
block fixed to a wooden board and hung vertically at the edge of flume the ends of 
which were open to atmosphere at one end and connected to total pressure hole and 
static hole of pitot tube by long transparent PVC tubes at other ends.. Steady uniform 
discharge was maintained the run of the experiment and several runs were conducted 
for overbank flow with relative depth varying between 0.05-0.51. The discharge varied 
between 39259.768cm3/s to 146672.3cm3/s. Point depth average velocity were made at 
a depth of 0.4H from the bed in the main channel and 0.4(H-h) on the flood plains. 
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Table 1: Hydraulic parameters for the experimental runs. 
 

Sl. No. of 
Runs 

Discharge Q in 
cm3/s 

Overbank 
depth H in cm 

Relative depth 
Dr=(H-h)/H 

Froude 
no.(Fr) 

Reynolds 
no.(R) 

1 39259.36 10 0.05 0.677465 34138.57 
2 51338.78 11.7 0.19 0.537911 43360.45 
3 62014.92 14.02 0.32 0.353251 50402.24 
4 92108.59 15.83 0.4 0.259969 72721.13 
5 146672.3 19.4 0.51 0.205241 109620.5 

 
After obtaining the point velocities at various grid points representing the whole 

compound channel flow cross section, velocity contours were drawn. The velocity 
contours were drawn by normalizing the point velocities with the cross sectional 
means velocities for the respective overbank depth of flow 

 
3. Result and Discussion 
The new experimental results from non-prismatic compound channels are presented in 
this section. Velocity contour of prismatic non prismatic section are shown in 
Fig1(a,b)The stage discharge curve at experimental section-1&2 was plotted and 
shown in Fig 2(a&b) . The water surface profile of different relative depth are shown 
in Fig 3(a).The depth average velocity of different converging part of relative depth of 
0.5 are shown in the Fig 4(a,b,c).. The boundary shear stress of different converging 
part of relative depth of 0.5 are shown in the Fig 5(a,b,c). 

 

  
 

Fig. 1: (a)Velocity contour of sec-1 (b)Velocity contour of sec-2 
 

  
 

Fig. 2: (a,b)Stage discharge curve for Prismatic and Non prismatic section. 
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Fig. 3: (a) shows the Depth average velocity. 
 

 
 

 (b) shows the boundary shear of Prismatic and Non prismatic section 
 

 
 

Fig. 4: (a) Depth average velocity of sec-1 (b) Depth average velocity of sec-2 by CES 
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Fig. 5: (a) Boundary shear stress of sec-1 (b) Boundary shear stress of sec-2 by CES 
 

4. Conclusions 
1. Experiments are conducted to study the effect of flow variables for converging 

and non-converging compound channels. 
2. From the Velocity contours of the expetrimental channels, it is seen that at 

section 1 the higher velocity contours occur both at the middle of flood plain 
and interface of main channel. At section 2 the occurrence of higher magnitude 
velocity contours happens same for floodplain however in the main channel 
region it is again at central region.  

3. From the stage discharge curve it is seen that non of the methods is good 
agreement with the actual stage discharge. 

4. From the water surface profile curve it is seen that the depth of flow start 
decreases from mid section of the converging part. It is clearly distinguish at 
higher relative depth 

5. From the depth average velocity curve and boundary shear stress curve it is 
seen that both increses along the narrowing part of the flume. 

6. In CES also the depth average velocity and boundary shear stress increase 
along the narrow part of the flume. 
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the cross-over (around 9% of the total shear force). Then the 

value goes on increasing towards the next bend apex. Similarly 

as seen in figure 7, at the outer wall, the shear force carried by 

the bend apex is less (about 8% of the total shear force) which 

first slightly decreases and then increases to reach maximum 

value at the cross-over (about 11% of the total shear force).On 

moving from the cross-over, the shear force at the outer wall 

starts decreasing and then somewhat increases towards the 

other bend apex. From figure 6, it is observed that there is a 

significant difference in the shear force sharing among the 

inner and outer walls of all the reaches. But, there is less 

variation among the inner and outer walls of the cross-over 

section G. Figure 6 demonstrates that the shear force carried by 

the bed of the channel throughout the meander path is found to 

remain more or less constant. The bed is observed to carry 

about 80% of the total shear force while the rest is being shared 

by the inner and outer walls. 

 

4. CONCLUSIONS 

 

The following conclusions can be presented in this work 

1. The present research work is providing information 

for getting shear stress variation of a meandering channel of 

sinuosity more than 4. 

2. An experimental investigation has been carried out to 

measure the boundary shear stress and shear force distribution 

along the bed and the side slopes of a highly meandering 

compound channel at different reaches along the meander path.  

3. From the results of shear stress measurements it is 

found that the shear stress at the inner wall always remains 

higher as compared to that at the outer wall. The boundary 

shear stress distribution is prominent in the bend apex section 

while the difference gradually decreases on travelling from the 

bend apex to the cross-over. Boundary shear stress distribution 

at the cross-over section is found to be more or less uniform 

throughout. 

4. The shear force carried by the inner wall is found to 

decreases up to the cross-over section and then goes on 

increasing. The shear force at the inner wall is also found to 

always remain higher than the shear force at the outer wall. The 

shear force carried by the bed of the all the channel section is 

found to be nearly uniform throughout the meander path. 

5. From the shear force distribution results, the sharing 

among the inner and outer walls is not uniform at all reaches 

along the meander path. Whereas there is very less variation 

between the shear force sharing at inner and outer walls at the 

cross-over section. 

6. The above observation can be applied in the study of 

hydraulic problems such as channel design, channel migration, 

interaction losses, erosion and depositional pattern study of a 

meandering channel. Bed shear forces which are useful for the 

study of bed load transfer and wall shear forces which represent 

a general view of channel migration pattern can be analysed. 
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ABSTRACT:A laboratory study to explore the effect of 

vegetation in terms of rigid cylindrical roughness on the 

hydraulics of flow in an open channel is presented.  The study 

consists of flume experiments for flows with unsubmerged 

rigid cylindrical stems of a concentration and diameter 

arranged in a regular staggered configuration. Vegetation in 

an open channel retards the flow of water by causing a loss of 

energy through turbulence and by exerting additional drag 
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forces on the moving liquid. Because of this complex nature, 

it is difficult to develop a flow model. Vertical profile of 

longitudinal velocity in vegetated channels reflects complex 

mechanics of flow vegetation interactions and determines the 

bulk flow velocity and flow rate. Velocity coefficient is found 

to vary with the non-dimensional hydraulic, geometric and 

surface parameters such relative depth ratio of water depth h 

to stem height hs, Reynolds’s number (Re) and Froude’s 

number (Fr) etc. Parameters determining the velocity 

distribution are discussed and results are summarised and 

presented. Graphs of velocity vs. hydraulic parameters are 

presented. In addition, vegetation characteristics were shown 

to influence the height of maximum velocity.  

Key Words: Vegetative channel, cylindrical roughness, 

Manning’s coefficient, Reynolds’s number (Re) and Froude’s 

number (Fr), Relative depth. 

1. INTRODUCTION 

 

The establishment of a satisfactory waterway for handling 

runoff from agricultural area is probably the most difficult 

problem encountered by the farmers in planning an economical 

and effective conservation system. While vegetated waterways 

have long been employed for terrace outlets, very little uses 

until recent years have been made of grasses in artificial 

waterways, but dependence has been placed more on the 

mechanical structures. So need for research of design of 

effective vegetated waterways is imminent. Design of effective 

vegetated waterways needs that various hydraulic 

characteristics of vegetated channels be studied. The most 

important hydraulic characteristic is the retardance coefficient 

mainly called as Manning‘s n. The retardance coefficient varies 

from vegetation to vegetation and also for the same vegetation 

it varies according to the stage of growth, depth of 

submergence etc. So effective design of grassed waterways 

needs a closely approximate value of retardance coefficient to 

be determined. If we underestimate the value of the roughness 

coefficient (n) then the canal section will be over designed as 

the low value of n will lead to high velocity and hence to high 

discharge capacity of the channel. Similarly if we overestimate 

the value of the retardance coefficient and use this value in 

design problems then we underestimate the discharge. The 

excess discharge therefore frequently spoils the downstream 

areas of channel by overtopping. This clearly indicates that the 

retardance coefficient of the grasses used for channel need to be 

determined before this value is used for the design purposes. 

  

Vegetation in an open channel retards the flow of water by 

causing a loss of energy through turbulence and by exerting 

additional drag forces on the moving liquid. Because of this 

complex nature, it is difficult to develop a flow model. The 

scope of the present work includes determination of the various 

hydraulic characteristics i.e. resistance offered to the flow by 

the vegetation, protection offered by the channel bed and effect 

of the vegetation on the flow characteristics in the channel. In 

addition to the above mentioned points, other aspects like 

velocity distribution relations, Froude‘s number and Reynolds‘s 

number calculation and design of grass-lined channels are 

studied. 

 

The degree of influence in a vegetative channel further depends 

on the other vegetation characteristics such as (a) vegetation 

species, (b) distribution, (c) flexibility, (d) degree of 

submergence and (e) the vegetation density (Abood et al. 

2006). In a vegetative open channel flow, the average water 

velocity in the cross section tends to decrease at a higher rate, 

due to flow resistance from the stems and leaves of the 

vegetation which generally increases roughness of surfaces 

(Fishenich 2000). For calculating flow velocity, Manning‘s 

formula is generally used. It is also widely used in vegetated 

waterways to solve in related hydraulic applications. The 

formula states: 

 

            (1)    
 

Where, V is the cross-sectional average velocity (L/T; m/s); K 

is a conversion factor of (L
1/3

/T), 1 m
1/3

/s for SI unit); n is the 

Gauckler–Manning coefficient (frequently called as Manning‘s 

roughness coefficient); Rh is the hydraulic radius (L; m)which 

is the ratio of cross sectional area of flow to wetted perimeter 

and S is the slope of the hydraulic grade line (= hf /L), which is 

the same as the channel bed slope when the water depth is 

constant and hf  is called difference of hydraulic head across a 

cross section of channel of length L. Manning‘s roughness 

coefficient is found to vary largely in a vegetated waterway. It 

depends on depth of flow in the channel and slope of the 

channel; when the slope of the channel increases, roughness 

coefficients decreases (Diaz 2005). 

The present study focuses on straight simple vegetated 

rectangular channel. New experiments have been conducted at 

the Hydraulics and Fluid mechanics Laboratory of Civil 

Engineering Department of National Institute of Technology, 

Rourkela to analyse the behaviour of flow effect due to rigid 

cylindrical vegetation. 

2. MATERIALS AND METHODS 

2.1 Experimental Setup 

Experiments have been conducted in a straight simple 

rectangular channel with varying cross section built inside a 

metallic flume measuring 12 m long × .60 m width × 0.45 m 

depth and the aspect ratio is δ>5.00. Water was supplied 

through a centrifugal pump (a 15 hp) discharging into a RCC 

overhead tank. In the downstream end there lies a measuring 

tank followed by a sump which feed the water to the overhead 

tank through pumping. Water was supplied to the flume from 

an underground sump via an overhead tank by centrifugal 

pump (15 hp) and recirculated to the sump after flowing 

through the experimental channel and a downstream volumetric 

tank fitted with closure valves for calibration purpose. An 

adjustable vertical gate along with flow straighteners was 

provided in upstream section sufficiently ahead to reduce 

turbulence and velocity of approach in the flow near the initial 

section. At the downstream end another adjustable tail gate was 

provided to control the flow depth and maintain a uniform flow 

in the channel. A movable bridge was provided across the 

flume for both span wise and stream wise movements over the 

channel area so that each location on the plan of the 

experimental channel could be accessed for taking 
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measurements. The whole channel was fabricated by using 19 

mm thick water resistant ply wood in the bed. Iron rods of 

diameter 6.5 mm, each raised to a height of 10 cm were pre-

drilled into the plywood in a staggered pattern with spacing of 

10 cm. Section of study with vegetation was limited to 6 m. 

Figure 1 represents the view of the experimental channel. 

Point velocities were measured along verticals spread across 

the main channel so as to cover the width of entire cross 

section. Also at a number of horizontal layers in each vertical, 

point velocities were measured. Measurements were thus taken 

from mid-point of main channel to the left edge of the channel 

boundary. The lateral spacing of grid points over which 

measurements were taken was kept 5 cm inside the main 

channel. Velocity measurements were taken by pitot static tube 

(outside diameter 4.77 mm) and two piezometers fitted inside a 

transparent fibre block fixed to a wooden board, hung vertically 

at the edge of flume. The ends were open to atmosphere at one 

side and connected to total pressure hole and static hole of pitot 

tube by long transparent PVC tubes at other side. Steady 

uniform discharge was maintained during the running of the 

experiment and several runs were conducted. The discharge 

varied between 0.002345 m
3
/s to 0.013564 m

3
/s. Point depth 

average velocity were made at a depth of 0.4H from the bed in 

the main channel 

After obtaining the point velocities at various grid points 

representing the cross section of whole rectangular channel 

flow, velocity contours were drawn. The velocity contours were 

drawn by normalizing the point velocities with the cross 

sectional means velocities for the respective overbank depth of 

flow. 

Table-1: Hydraulic parameters for the experimental runs 

Sl. 

no. 

of 

Run

s 

Discharg

e Q in 

m
3
/s 

Depth 

H in 

m 

Mann

ing’s 

n 

Froud

e no. 

(Fr) 

Reynolds’

s no. (Re) 

1 0.002345 0.017 0.021 0.648 3695.83 

2 0.00287 0.018 0.022 0.622 4517.08 

3 0.003638 0.021 0.024 0.618 5661.44 

4 0.005287 0.029 0.025 0.563 8029.79 

5 0.007255 0.033 0.026 0.548 10864.35 

6 0.007898 0.041 0.029 0.504 11576.96 

7 0.009327 0.051 0.035 0.430 13285.61 

8 0.010264 0.060 0.042 0.363 14219.52 

9 0.010711 0.067 0.048 0.322 14561.58 

10 0.011206 0.075 0.054 0.288 14925.72 

11 0.012636 0.091 0.064 0.243 16142.68 

12 0.013171 0.095 0.065 0.237 16654.79 

13 0.013564 0.103 0.072 0.217 16812.13 

 

 

  
 

The new experimental results from rectangular vegetated 

channel  are presented in this section. Velocity contours of cross 

sections without vegetation  are shown in figure 2(a,b). From the 

figure it is seen that both at sections 2 and 4 the higher velocity 

contours occur  at central region. The Stage~Discharge curve of 

the straight vegetated channel was plotted and shown in figure 3. 

Five cross sections are taken for the detail study purpose. 

Sections 1 and 5 are having 4 vegetations, section 3 consists of 5 

vegetations, sections 2 and 4 do not consist of vegetation. The 

depth average velocity curves of two cross sections without 

vegetation (section-2 and section-4) and with vegetation 

(section-1, section-3 and section-5) of the experimental channel 

are shown in the figure 4(a,b,c,d and e). From the figure it is 

seen that the vegetated cross sections are observed to have 

higher depth average velocities when compared to the cross 

sections without any cross sections in agreement with the  depth 

average velocity curves. The curves of non-dimensional 

parameter i.e. Inverse Aspect Ratio Vs. Froude‘s Number, 

Reynolds‘s Number, Manning‘s n are shown in Figure 5(a,b and 

c) respectively. From the figure it is seen that the Froude‘s 

Number decreases as the Inverse Aspect Ratio increases while 

the Reynolds‘s Number increases alongwith the increase in 

Inverse Aspect Ratio. Again Manning‘s n is also seen to be 

rising according to the rise in Inverse Aspect Ratio. 
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Figure-2(a): Velocity contour of section-2 

 

 

 
 

Figure-2(b): Velocity contour of section-4 

 

 

 
 
Figure-3: Stage~Discharge curve for the vegetated channel 

 
                                  
Figure-4(a): Depth average velocity curve of section-1 with 4 vegetations 

 

 
 
Figure-4(b): Depth average velocity of section-2 without vegetation 

 

 
 
Figure-4(c): Depth average velocity curve of section-3 with 5 vegetations 
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Figure-4(d): Depth average velocity curve of section-4 without vegetation 

 

 
 
Figure-4(e):  Depth average velocity  curve of section-5 with 4 vegetations 

 

                     

 

 
Figure-5(a): Froude‘s Number vs Inverse Aspect Ratio 
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Figure-5(b): Reynolds‘s Number vs Inverse Aspect Ratio 

 

 
 
Figure-5(c): Reynolds‘s Number vs Inverse Aspect Ratio 

 

 

4. CONCLUSIONS 

 

Experiments are conducted to study the effect of flow variables 

for simple straight rectangular channel with rigid cylindrical 

vegetation arranged in a staggered pattern. From the velocity 

contours of the experimental channels, it is seen that both at 

sections 2 and 4 the higher velocity contours occur  at central 

region. The vegetated cross sections are observed to have 

higher depth average velocities when compared to the cross 

sections without any cross sections in agreement with the  

depth average velocity curves. The nature of the Froude‘s 

Number and the Reynolds‘s Number are found to be exactly 

opposite when plotted against Inverse Aspect Ratio. The 

Froude‘s Number decreases as the Inverse Aspect Ratio 

increases while the Reynolds‘s Number increases alongwith the 

increase in Inverse Aspect Ratio. Again Manning‘s n is also 

seen to be rising according to the rise in Inverse Aspect Ratio. 
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ABSTRACT:Most natural rivers consist of a main channel 

and the adjacent floodplains. The various subdivision 

methods fail to determine the discharge capacity in rivers with 

overbank flow because of the ignorance of the strong 

interaction between the main channel and the shallow 

floodplains. An experimental investigation is performed to 

study the effect of momentum transfer in terms of an 

apparent shear stress in rough and smooth compound 

channels for different hydraulic, geometric conditions and 

roughness ratios. A new method to calculate flow in 

compound channels is proposed. The approach is based on a 

new model on  the momentum transfer coefficient at the 

vertical interface and the horizontal interface between 

adjacent flow compartments, typically between the main 

channel and floodplain of a two-stage channel. The new 

approach is found to give better results as compared to the 

other approaches when applied to the present experimental 

data sets, large channel of FCF data sets and some natural 

river data sets. 

Keywords: Compound Channels, Momentum Transfer 

coefficient, Stage-Discharge relationship, Apparent shear 

stress 

1. INTRODUCTION 

 

A major area of uncertainty in river channel analysis is that of 

accurately predicting the capability of river channels with 

floodplains, which are termed compound channels. Cross-

sections of these compound channels are generally 

characterized by a deep main channel, bounded on one or both 

sides by a relatively shallow floodplain, which is rougher and 

has slower velocities than as compared to that of main channel. 

Due to interaction between the main channel and floodplains, 

there are bank of vertical vortices found in many experiments 

by Myers (1990), Knight and Shiono (1991), along the vertical 

interface between the main channel and the flood plain, which 

lead to extra resistance in terms of consumption a lot of energy. 

Due to this extra resistance, the prediction of stage-discharge 

curve become difficult and more difficult when there is large 

different roughness between the main channel and floodplain. 

There, flow structure and flow resistance become very complex 

and flow shows very strongly three-dimensional characteristics, 

see Knight (1999), Rameshwaran and Naden (2003).In 

predicting the flood-water level, conventional methods for 

estimating the discharge capacity of a compound channel have 

mailto:pradhan.siprarani@gmail.com
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Abstract : The boundary shear force distributions in open channel flow is neededfor various purposes such 

as the flow resistance relationship, themechanism of sediment transport, for designing stable channels 

andcalculation of energy losses.During floods, river overtops the main channel and flow over the flood 

plain located to its sides. Once a river stage is out of banks, the cross sectional geometry of flow is 

changed. For such compound channels, the flow structure becomes complicated due to the transfer of 

momentum between the deep main channel and the adjoining floodplains that magnificently affects the 

shear stress distribution in floodplain and main channel sub sections. Due to the rapidly growing 

population and to the consequent demand for food and accommodation more and more land on floodplain 

regions of a river system has been used for agriculture and settlement. This alsocauses floodplain geometry 

to vary along the length of the flow called converging compound channel. Again the momentum transfer is 

more complicated due to the converging flood plain. In this paper an experimental investigation 

concerning the distribution of shear stress in the main channel and floodplain of the converging 

compound channels are presented. Based on the experimental results of boundary shear,a new equation is 

developed for predicting boundary shear stress distribution in terms of non-dimensional geometric and 

flow variables.  

Keywords: compound channel, boundary shear, discharge, divided channel method, non-dimensional flow 

parameters 
 

1. INTRODUCTION 
 

Compound channels are common configuration of rivers during floods. These are very important 

forenvironmental, ecological and design issue. So it is very essential to study the flow mechanism 

of rivers both in in bank and overbank conditions due to the velocity difference between the main 

channel and flood plains. Sellin(1964) first investigated through laboratory investigations the 

momentum transfer phenomena. After that several investigators found that the momentum transfer 

was responsible for the non-uniformity in the boundary shear stress distribution across the section 

perimeter (e.g. Ghosh and Jena (1971); Knight and Hamed(1984); Patra et al. (2004). Knight and 

Hamed(1984) developed a relation for shear tress distribution of a compound channel following the 

works of Knight and Demetriou(1983) and extended the relation to discharge estimation. Their 

model has been shown to be adequate by Knight and Hamed(1984)for compound channels having 
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smaller width ratio (α value up to 4). Khatua and Patra(2007)based on more experimental 

observations carried forward the study and developed a model for channels with α value up to 5.25. 

Mohanty and Khatua (2014)again developed a new model for channel with 6.67 ≤ α≤ 11.96.Both 

prismatic and meandering compound channels geometrieswere extensively investigated in 

laboratory flumes. However, when the compound section data of prismatic compound channelsof 

Knight and Hamed (1984),Khatua and Patra(2007),Mohanty and Khatua(2014)were compared with 

non-prismatic compound channels significant errors inestimation of %Sfp were noticed due tonon-

inclusion of extra mass and momentum transfer.In Converging compound channels water flow on 

the floodplain  crosses over water flow in the main channel, resulting in increased interactions and 

momentum exchanges, as explained by Bousmar and Zech(1999), Bousmar et al. (2004), and 

Proust et al. (2006). This extra momentum exchange should also be taken into account in the flow 

modeling. Most of hydraulic formulae assume that the boundary shear stress distribution is uniform 

over the wetted perimeter. Distribution of boundary shear stress mainly depends upon the shape of 

the cross section and the structure of the secondary flow cells.So new models are necessary to be 

developed for the non-prismatic compound sections. New experiments on non-prismatic compound 

channels were conducted inthe Fluid Mechanics and Hydraulics laboratory of NIT, Rourkela, India. 

After that stage-discharge measurement, point to point velocity measurements and point to point 

boundary shear measurements at different sections of the non-prismatic compound channels are 

taken andnew relationships are developed between % Sfpand %Afp.by taking different non 

dimensional geometric, hydraulic and surface parameters. 

 

2. EXPERIMENTAL WORKS 

2.1 Experimental Setup 

Experiments had been conducted at the Hydraulics and Fluid mechanics Laboratory of Civil 

Engineering Department of National Institute of Technology, Rourkela, India. Two sets of non-

prismatic compound channels with varying cross sections were built inside a concrete flume 

measuring 15m long × 0.90m width × 0.55m depth and flume with perpex sheet of same 

dimensions. The width ratio of the channel was α = 1.8 and the aspect ratio was δ = 5. Keeping the 

geometry constant, the converging angles of the channels were varied as 12.38°, 9º and 5
0
 

respectively. Converging length of the channels fabricated were found to be 0.84m, 1.26mand 

2.28m respectively. Longitudinal bed slope of the channel was0.0011; it was satisfying subcritical 

flow conditions at different sections of the non-prismatic compound channels.Roughness of the 

floodplain and main channel were identical and the Manning's n was determined as 0.011 from the 

experimental runs in the channel. A re-circulating system of water supply was established with 

pumping of water from anunderground sump to an overhead tank from where water flows under 

gravity to the experimental channel. Adjustable vertical gates along with flow strengtheners were 

provided in upstream section sufficiently ahead of rectangular notch to reduce turbulence and 

velocity of approach in the flow near the notch section. An adjustable tailgate at the downstream 

end of the flume helps to maintain uniform flow over the test reach. Water from the channel was 

collected in a volumetric tank that helps to measure the discharge rate. From the volumetric tank 

water runs back to the underground sump.Figure 1(a)shows the plan view of experimental 
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setup.Figure1(b) shows the typical grid showing the arrangement of velocity measurement points 

along horizontal and vertical direction at the test section. 

Figure 1(a).Plan view of Experimental Setup 

 

 
Figure 1(b).Typical grid showing the arrangement of velocity measurement points at the test 

section 

 

A movable bridge was provided across the flume for both span wise and stream wise movements 

over the channel area so that each location on the plan of compound channel could be accessed for 

taking measurements.The broad parameters of this channel are aspect ratio of main channel (δ), 

width-ratio (α).A micro-Pitot tube of 4.77 mm external diameter in conjunction with suitable 

inclined manometer was used to measure velocity at these points of the flow-grid. ThePitot tube 

was physically rotated with respect to the main stream direction till it gave maximum deflection of 

the manometer reading. A flow direction finder having a least count of 0.1° was used to get the 

direction of maximum velocity with respect to the longitudinal flow direction. The angle of limb 

ofPitot tube with longitudinal direction of the channel was notedby the circular scale and pointer 

arrangement attached to the flow direction meter. The overall discharge obtained from integrating 

the longitudinal velocity plot and from volumetric tank collection was found to be within ±3% of 

the observed values. Using the velocity data, the boundary shear at various points on the channel 

beds and walls were evaluated from a semi log plot of velocity distribution. Boundary shear stresses 

were also obtained from the manometric readings of the head differences of Preston tube techniques 
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using Patel‟s (1965) relationship. Error adjustments to the shear value were done by comparing the 

corresponding shear values obtained from the energy gradient approach. The results so obtained 

were found to be consistently within ±3% the value. 

 

Table1.Hydraulic parameters for the experimental channel data  

 

 

3. EXPERIMENTALRESULTS 

 

The boundary shear distribution for relative depth 0.15 for converging angle 12. 38º and for relative 

depth 0.5 for the converging angle 11.31°Rezai(2006) are shown in Figure 2(a) and 2(b). Various 

boundary elements of the compound channel comprising the wetted parameters are labeled as (1), 

(2), (3) and (4) as shown in Figure (3). Label (1) denotes the two vertical walls of floodplain 

oflength [2(H- h)], and (2) denotes floodplain beds of length (B - b). Label (3) denotes the two main 
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channel walls of length (2h) and the bed of the main channel of length b is representedby label (4) 

(where H is the total depth of the compound channel, h is the main channel height, B is the total 

width of the compound channel).Experimental shear stress distributions at each point of the wetted 

perimeter are numerically integrated over the respective sub-lengths of each boundary element (l), 

(2), (3), and (4) to obtain the respective boundary shear force per unit length for each element. Sum 

of theboundary shear forces for all the beds and walls of the compound channel is used as a 

divisorto calculate the shear force percentages carried by the boundary elements. Percentage of 

shear force carried by floodplains comprising elements (1) and (2) is represented as %Sfp. 
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Figure 2(a).  Boundary shear distribution for the present experimental channel of relative depth 

0.15(for converging angle 12.38°) 
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Figure 2(b).Boundary shear distribution for the Rezai(2006) experimental channelof relative depth 

0.5(for converging angle 11.31º) 

 
Figure3. Interface planes dividing a compound section into sub areas 

4. THE BOUNDARY SHEAR STRESS MODEL 

For astraight and smooth compound channel section of any givenover-bank flow depth, both and 

are known than the %Sfp can be calculated by using the equation of Knight and Hamed(1984)i.e 

       (1) 

Equation (1) is applicable for the channels having equal surface roughness in the floodplain and 

main channel. For non-homogeneous rough channels equation (1) is improved by Knight and 

Hamed (1984)as 

 

     (2) 

 

Where α =width ratio,β =relative depth =(H- h)/H, γ= the ratio of Manning‟s roughness of the 

floodplain (nfp) to that for the mainchannel (nmc),b = width of main channel, B =total width of 

compound channel, h = bank full depth and H = total depth of flow. 

The exponent m is evaluated from the relation 

 

         (3) 

Equation (1) is good for α ≤4. Khatua and Patra (2007) further improved equation (2)and proposed 

an equation for %Sfp as 

 

  (4) 

 

In a simple open channel flow the boundary shear per unit length (SF) is generally assumed to be 

uniform and is expressed as SF=ρgAS, where ρ is density of water and g is acceleration due to 

gravity. The parameters ρ, g and S are assumed constant for a given channel. Only the flow area (A) 

varies with flow depth. So it can be stated that SF is a function of A. The percentage of the area 

occupied by floodplain subsections obtained by vertical interfaces (Fig 3), %Afp= 100×Afp/A. Then 

%Sfp(100× Sfp / SF) should be a function of %Afp. Due to the momentum transfer in a compound 
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channel, it has been shown that Sfpdoesn‟t vary linearly with Afp(e.g. Knight and Hamed (1984), 

Patra and Kar (2004)). Therefore, a functional relationship between %Sfpand %Afphas been derived. 

This equation has been obtained by curve fitting between %Afp and %Sfp which gave the highest 

regression coefficient.Khatua and Patra (2007)have shown the validity of Equation (4) for α up to = 

5.25.Again for α=6.67Khatua et al (2012)obtained a new relation for percentage shear carried by 

the flood plain as 

 

        (5) 

Considering the relative depth β = (H − h)/H and width ratio α = B/b, so for rectangular channel 

and floodplains, Equation (5) is simplified as 

 

       (6) 

 

For width ratio up to 12, from regression analysis, Equation (5) is further modified by Mohanty et 

al (2014) 

 

        (7) 

 

From the literature study, it is seen that%Sfp = F(α,β,δ)for prismatic compound channel, Where F is 

the functional symbol. But when allthe equations are tested against non-prismatic compound 

channels of converging sections significant errors are found due variation of geometry. So 

anattempt has been made here to see the variation of%Sfpwith respect to different independent 

parameters.%Sfphas been derived from a wide range of experimental data sets from three different 

types of converging compound channels of NIT, Rourkela, India along with three series of 

converging compound channels data of Rezai(2006)(details of the data sets are given in Table.1) 

These compound channels have homogeneous roughness both in the main channel and floodplain 

subsections.Manning‟s n values for all these smooth surfaces are taken as0.01.A multiple-variable 

regression modelis developed by takingfive important  dimensionlessindependentparameters.The 

dependency of %Sfp and the best functional relationships have been found out from different plots 

described below. So it is in the following form 

 

%Sfp = F(α,β,δ, θ, Xr)         (8) 

 

The variation of %Sfp has been found out for six converging compound channels. The variation of 

%Sfpin terms of relative depth β is plotted for different converging anglesθ in Fig (4).From the 

figure(4) it is seen that%Sfpincreases with increase in relative depth.The variations of %Sfp in terms 

of relative distance Xr are plotted for different relative depth in Fig (5).From the figure (5) it is seen 

thatthe shear force percentage carried by flood plains (%Sfp) are found to decrease from section to 

section of all the converging compound channels of different converging angles. The variation of 

%Sfpin terms of different converging angles fordifferent relative depth are shown in Fig (6), from 

this it is seen that shear force percentage carried by flood plains are found to increase with increase 

of overbank flow depth. 
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Figure4 .Variation of %Sfp of non-prismatic compound channel at typical sections 

 

 
Figure5. Variation of %Sfp of floodplain shear with section to section along the converging angle 

and prismatic channel width 

 
Figure6. Variation of %Sfp of floodplain shear with converging angles for constant relative depth 
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By analyzed the above plots,percentages of boundary shear stress in floodplain regioni.e. 

corresponding functional relationships %Sfp of with different non-dimensional geometric and 

hydraulic parameters are 

 

         (9) 

         (10) 

         (11) 

          (12) 

          (13) 

 

From the above graphs(Fig. no.4,5,6) it is shown that R
2
value is very high and varies from 0.95 to 

0.99. By using above relationships we compile to developed a mathematical model by using the 

theregression analysis software. From the regression analysis an empirical formulation is 

formulated. These equations (equation no. 9, 10, 11, 12, 13) show the relation between%Sfp, with 

width ratio, relative depth, aspect ratio, converging angle, relative distance. 

 

Table 2. Unstandardized Coefficient and Regression Statistics 

 

Coefficients Regression Statistics 

Intercept -22.985 Multiple R 0.911 

β 0.767 R Square 0.831 

Xr 0.899 Adjusted R Square 0.826 

θ 0.281 Standard Error 7.154 

 

Table 2 data represent the result of linear regression analysis. From the above table the 

corresponding co-efficient are found and a mathematical empirical relation is created and it shows 

in equation14. After then by putting the different dependent variables from the above graph (Fig 4 

to Fig 6) then it will give a relation in a modified form which shows in equation 15 in accurate 

linear form. 

    (14) 

 

After simplify the above equation 

 

    (15) 

 

After formulation of the new mathematical model, an attempt has been taken to validate with 

thedata of other investigators and present experimental channel data sets. So in the present study 

thenecessary validation is carried out with previous known data sets. The results are as follows. 
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5.  RESULTS AND DISCUSSION 

5.1. Error Analysis 

 

The variation between the calculated values of (%Sfp) using equations (1), (5) and (7) and the 

corresponding observed values for all the five types of channels are shown in Fig.7. The percentage 

error in estimated shear carried by flood plains (%Sfp) is less when compared to previous models for 

both Present experimental Channel as well as Rezai(2006) Channel . 

 

 
Figure 7.Scatter plot for observed and modeled value of %Sfp 

 

 
Figure 8.Absolute Error by standard approaches applied to Present experimental channel data 

 

Using the new equation, various conventional methods is estimated for the flow cases considered in 

Present experimental Channel of Rourkela and Rezai (2006)Channel. The methods considered 

areKhatuaet‟al(2012), Knight et‟ al(1984), Mohanty et‟ al(2014).The percentage in error in 

estimating the discharge is computed as 
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     (16) 

 

WhereSfpcalc is the estimated discharge,Sfpactis actual discharge;N is the total number of data. Figure 

(8)shows the comparison among various methods inPresent experimental Channel of Rourkela and 

Rezai(2006) channel cases. In Figure (8), the New Method appears to be the best method. 

 

Table 3.Statistical error analysis of different methods 

 

Methods 

 

Stasticial 

parameters 

New Method Khatua et.al 
Knight et.al 

method 

Mohanty 

et.al method 

MSE 28.78119 35.62421 45.33 39.95373 

RMSE 5.364811 5.968602 6.73 6.320896 

MAE 3.734498 4.759234 5.31 4.746045 

MAPE 13.43366 17.19923 21.63 17.4745 

 

In order to know the efficiency of the newly developed model different statistical error analysis for 

the different methods are presented in Table 3.MSE.RMSE,MAE,MAPE of new method are less as 

compare to other methods. 

 

7. CONCLUSIONS 

 

The following conclusions can be derived from the above research presented in this work. 

 

1. From the experimental results on converging compound channels, the boundary shear at point 

of the wetted perimeter of different sections of the converging compound channels are 

measured and the distribution of shear force carried by flood plains and in main channel 

perimeters were calculated.  

 

2.  The shear force percentage carried by flood plains (%Sfp) is found to decrease from section to 

section of all the converging compound channels of different converging angles. For the 

channels of the same angle, the shear force percentage carried by flood plains is found to 

increase with increase of overbank flow depths.  

 

3. The dependency of shear force percentage carried by flood plains with five most influencing 

non-dimensional geometric and hydraulic parameters of a converging compound channel are 
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evaluated and modeled.  The %Sfp in converging compound channel is found to be a non-linear 

function of all these non-dimensional parameters. 

 

4. Different standard models to predict the shear force percentage carried by flood plains are 

applied to the present channel and the channels of other investigators. The present mathematical 

model presented for %Sfp of a converging compound channel gives least error when compared 

with other models applied at different reaches of the channels. 

 

5.  Error analysis interms of MSE, RMSE,MAE and MAPE are performed for all data series by all 

the models to predict the shear force percentage carried by converging flood plains showing the 

efficacy of the present model. 
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Abstract 

   The present paper focuses on the compression 
system using Huffman compression algorithm for 
data compression.  The rate of data decompression is 
more time consuming during the decoding of these 
compressed data. Various works have proposed for 
the enhancement of compressed data decoding. In 
this paper the realization and implementation of a 
High speed decoding Huffman coding system is 
proposed and the proposed architecture shows an 
improvement with respect to the speed of decoding 
operation based on multiple scan method and multi 
level decoder partitioning concept. As a apart of the 
above work the existing Huffman coding system is 
also implemented and its performance in terms of 
speed and area are compared with the proposed work. 
  
Keyword: Data compression, Huffman coding, Multi-
level, Multiple-scan high speed Decoder 
 

I. INTRODUCTION 
  
    Data compression is one of the major challenges 
involved in testing and has been difficult to master 
and also tough to implement. Coding is often referred 
as a special representation of data, without loss of 
required information. The Information theory is 
defined to be the study of efficient coding and it 
affects the transmission speed, memory required for 
storage and error probability. A new data 
compression algorithm is being presented in this 
work analyzing the existing Huffman coding system. 
Data compression involves in transforming a stream 
of bits into a new stream of bits, by reducing the 
length using the Huffman coding algorithm. 
 
   The problem of compressing the test data and 
reducing test time for core-based Silicon on chip has 
been discussed in several different angles in recent 
Literature [1], [6], [7], [8]. The time required for test 
data between a workstation across a network and a 
tester off the chip is reduced using scan chain 
architectures maximizing the bandwidth utilization 
are presented in [1]. Novel approaches for 
compressing test data using the Burrows–Wheeler 
transform and run-length coding were presented in 
[7], [8].    A new scan vector using cyclical  

 
decompressor and run-length coding is described for 
compression and decompression of scans vectors in 
[9]. A modular built-in self-test (BIST approach that 
allows sharing of BIST control logic among multiple 
cores is presented in [3]. A novel Technique for 
combining BIST and external testing across multiple 
Cores are described in [12]. The statistically encoding 
test data idea was presented in [2]. A statistical 
coding using comma codes similar to Huffman codes 
in described for nonscan BIST scheme circuits is 
presented in [5]. A technique that uses a linear 
combinational expander circuit is presented in [2].  
The use of Frequency directed run length (FDR) and 
Golomb codes for test data compression has been 
demonstrated [4]–[6]. A Parallel Serial Full Scan 
(PSFS) approach for reduction of test time in cores is 
presented in [5].A virtual scan chains for specially 
designed cores is presented in [5] for reduction in test 
time and test data. Various types of run length coding 
have been discussed in the above surveys which are 
not the efficient coding method. 
 
   A Huffman code with variable length input is 
proposed in [11] for System on chip SOC test data 
compression. Increase in test data bandwidth has 
been presented in [9] using a technique for reusing 
scan chains for other cores in an SOC. An automatic 
test pattern generation (ATPG) techniques have been 
described in [10] for producing test cubes that are 
suitable for encoding. A fixed-to-fixed block-
encoding scheme is described in [7]. A fault 
simulation-based technique to reduce the entropy of 
the test vector set by pattern transformation is 
described in [8]. Such transformations increase the 
amount of compression that can be achieved on the 
transformed test set using statistical coding. ATPG 
algorithms for producing test vectors that can more 
effectively be compressed using statistical codes have 
been described in [2]. Huffman coding algorithms are 
used for automatic test pattern generation for system 
on chip have been discussed. 
 
    A test-data compression method based on multi 
level Huffman coding, has been presented  for IP 
cores of unknown structure, that improves 
compression result, area over ahead for decompressor 
is presented in[13]. A multilevel Huffman test-data 



compression approach for IP cores with multiple scan 
chains has been presented with a decompression 
architecture that can generate clusters of test bits in 
parallel. This new method reduces test-application 
times and achieves high compression ratios, and also 
the sizes of the encoded data blocks are made 
independent of the slice size that can be applied to 
multiple scan-chain cores  has been presented in [14]. 
An efficient decoder for decompressing the 
compressed data is implemented using Xilinx and 
simulated on Active HDL enhances the speed of 
decoding operation has been presented in [15]. The 
present paper implements and realizes the high speed 
Huffman decoder with the concept of multi level 
Huffman using the multi scan chain method.  
 

II. DATA COMPRESSION 
 
   Data compression is a way of encoding digital data 
so it takes up less storage space and requires less 
network bandwidth to be transmitted. An effective 
encoding technique minimizes the average length of a 
data. Consider data containing m unique patterns A1, 
A2.…Am with probabilities of occurrence  P1,P2,…Pm 
respectively[3]. The entropy H is defined intuitively 
as the minimum average number of bits required to 
represents a pattern, is given by  
 
        H (DS) = - ∑   Pi log2 Pi      (1) 
 
   Therefore, an optimal encoding technique is one in 
which the average number of bits needed to represent 
a pattern is closest to the entropy bound. Among all 
statistical encoding techniques the Huffman code is 
having the shortest average codeword that assign a 
unique binary codeword to each pattern [12]. In fact, 
if LH is the average length of a Huffman-encoded 
pattern in DS, then 
 
    H (DS) ≤ LH ≤ H (DS) + 1.               (2) 
 
   In addition, Huffman codes possess the prefix-free 
property, i.e., no codeword is the prefix of a longer 
codeword [15]. It can be shown that this property is 
important for   decoding. Table-III illustrates the 
Huffman code for an example data set with sixteen 
unique patterns out of a total of 384. Column 1 of 
Table-III lists the sixteen patterns, column 2 lists the 
corresponding number of occurrences (Occ) of each 
pattern Xi, and column 3 lists the corresponding 
probability of occurrence pi, given by Occ /DS. 
Finally, column 4 gives unique pattern to each 
corresponding Huffman code. Using a state diagram 
approach, as shown in Figure 1, performs Huffman 
decoding. In conventional Huffman decoding each 
incoming bit is compared with entries of the lookup 
table of the code vectors. The original or the encoder 

transmitted data from is retrieved from the lookup 
table, which consists of all the unique words and their 
corresponding code vectors.  
 
    Once the Huffman coding is performed, the 
encoded data is serially transmitted to the decoder. In 
a conventional decoder, these single bit data is 
accepted and the state of decoder is changed based on 
the data that can be either ‘0’ or‘1’. Once the data is 
received at the decoder, it is compared with each 
entries of the code vectors form the lookup table. If 
the received data matches with any of the code 
vectors in the lookup table, the unique word of the 
matched code vector corresponding to the transmitter 
encoder data is decoded by the decoder. If a 
mismatch occurs, the decoder accepts the next 
received data and repeats the above procedure. When 
all the states of the decoder are traversed and a 
unique word of the received data pattern is identified, 
the control is transferred to the initial state, indicating 
that the unique word for the data pattern has been 
matched and the decoder wait for the next incoming 
data. If unmatched, control is transferred to next state 
as shown in the figure and again process repeats. The 
decoding process continues till the encoder stops 
transmitting the data.  

 
 
Fig. 1. State Transition of a conventional Huffman Decoder 
 
   Once the complete data has been received, 
decoding of the compressed data is done as said 
earlier by the state diagram approach and the decoded 
data is decompressed and the complete process of 
decoding is called as decompression of data. Figure 1 
shows the state diagram for Huffman decoding. Each 
bit of data after reception is compared with the code 
vectors of the look up table if a match occurs between 
the test code and code word of LUT then the state is 
returned to its initial state returning the corresponding 
symbol for that code word. Else on not matching the 
state moves to next state. For example the transition 
of state starts with ‘S1’ state called initial state and 



proceeds to next states based on the code bits 
received. On a match, the state ‘S1’ results a symbol 
‘a’ or ‘b’ starting again with initial state. If a non-
match occurs the state goes to the next state 
depending on the received code bit. 
 
 III. HIGH SPEED HUFFMAN DECODER 
ARCHITECTURE 
 
     The block diagram of high speed Huffman 
decoder architecture is shown in Figure 2. The 
proposed decoder receives the input bit stream in 
serial from the encoder. The received serial data is 
passes to the N-bit shifter which converts the serial 
data into parallel data. The length decoder and the 
symbol encoder accepts the parallel data from the 
Shifter, decodes the original data back from the 
decoding code words. The code words of equal 
length are shorted and aligned in the look up table 
(LUT) of a codebook. The symbol decoder consists 
of partitioned codebooks of equal length code words.                                     
    

 
 
Fig. 2. Architecture of High speed Huffman Decoder 
 
  The length decoder calculates the length of the 
received code word and the high-speed decoder scans 
the LUT with the received code depending on its 
length. The scanning time of tracing is reduced as 
each LUT consists of specific length codes. For 
Example, if the code word for ‘1111’ is ‘11’ during 
encoding the ‘1111’ will be represented as ‘11’ and 
transmitted. In the decoding of a normal tree based 
Huffman decoder the two clock cycles are utilized in 
storing these two bits. As the actual data is of size 
four bits, additionally 16 clock cycles are utilized by 
the system for tracing out the code word from code 
book. Hence a tree based decoder utilizes 34 clock 
cycles (2+16+16=34) for decoding. 
 
   Whereas the proposed Multi-scan decoder utilizes 2 
clock cycles for scanning LUT-1 which is of one bit 
length, if the matching fails, the next code bit is 
latched  i.e. ‘11’ and the scanning is performed on 
LUT-2  which is of length 2. It takes maximum of 

four clock cycles for scanning LUT-2.Hence it 
utilizes maximum of 8 (2+2+4) clock cycles, which is 
comparatively faster than the existing conventional 
Huffman decoding system. 
  
   The counter is used in controlling the decoding 
operation. Selection of the LUT depends on the 
length decoder in the symbol decoder unit. The 
selection of the code word is done sequential manner 
based on the count value from the counter unit. The 
length decoder output helps in selecting one among 
the six LUT’s for tracing the code word from the 
LUT. The reset generation unit generates the reset 
signal for the counter and the length decoder unit; 
they get reset to initial value. The reset generator 
generates the reset signal when the status signal goes 
high. The status signal is generated from the symbol 
decoder when a match of code word occurs. Under 
every 6-clock cycles the shift register receives 6 
coded bits and transfers it to data register of symbol 
decoder and length decoder.  
 
   While the symbol decoder process on data registers 
value the shift register keep receiving the next code 
bits from the encoder unit. This gives the decoder 
unit to work simultaneously while receiving the data 
bits. This gives a faster operation compared to 
existing tree based decoding where the encoded bits 
are latched for decoding. The output of the symbol 
decoder and the received code bits are applied to the 
length decoder which generates the count length 
starting from L1 to the maximum of the received 
code bit length. Depending on either L1 or L2 or L3 
etc one of the LUT among the 6 LUT is selected. 
 
  The count generation is stopped by length decoder 
once it receives a reset signal; this completely 
disables the decoding system from further decoding. 
For example, if the Code words received at the end 
are not of 6-bit length, in such cases the decoder 
generates a count up to the existing code bits only. 
Table 1 generates length count from L1 to L6 for 
selecting the LUT. 
 

TABLE I 
TRUTH TABLE FOR LENGTH DECODER. 

 
L1 L2 L3 L L5 L6 

1 0 0 0 0 0 

0 1 0 0 0 0 

0 0 1 0 0 0 

0 0 0 1 0 0 

0 0 0 0 1 0 

0 0 0 0 0 1 



               IV. SIMULATION RESULTS 
 
   The proposed architecture is simulated on Active 
HDL 8.1 v, with the data bits as given in table II.  
The sample data used for simulation are the 
compacted test cubes. 
  

TABLE II 
DATA DIVIDED INTO 4-BIT BLOCKS 

 
1111 0101 0011 1111 1011 1110 1101 1011 
1111 1111 1111 1111 0000 0000 0000 0000 
1001 0010 0110 0111 1110 1101 0110 1110 
1111 1111 1110 0110 1111 1001 1111 1011 
1111 1111 0111 1010 1111 1111 0111 1111 
0010 1110 1000 0100 1111 1111 1111 1111 
0110 1011 1011 1011 1101 0111 1011 0111 
1100 1000 1010 0111 0101 1011 1111 1101 
1011 0100 1101 1101 1110 1111 1111 1111 
1111 1011 0111 0101 1111 0111 1111 1101 
1100 1101 1001 1110 1110 1101 1011 0110 
0111 0010 1111 1111 0111 1111 1011 1111 
 
    This section illustrates the statistical encoding for 
the given set of data. To encode the given data, it is 
divided into 4-bit blocks; each block is a 4-bit 
pattern. The dataset consist of 15 unique words 
divided in 4-bit block each. To reduce the number of 
unique words the data is partitioned into size of 4, 
which reduces the complexity of the decompression 
circuit. This also increases the speed of 
decompression. Each block pattern is mapped into a 
variable length code word. The length of the code 
word depends on the probability with which each 
pattern occurs in the data set. 
 

TABLE III 
PROBABILITY AND CODE TABLE  

 
i Xi Occurrence Probability Huffman 

code 
1 1111 30 0.3125 11 
2 1011 12 0.1250 100 
3 0111 10 0.1042 010 
4 1101 09 0.098 000 
5 1110 08 0.0833 1011 

6 0110 05 0.0521 0011 
7 0000 04 0.0417 10101 

8 0010 03 0.0313 01111 
9 1001 03 0.0313 01110 

10 0101 03 030313 01101 
11 1100 02 0.0208 01100 

12 0100 02 0.0208 00101 
13 1000 02 0.0208 00100 
14 1010 02 0.0208 101001 

15 0011 01 0.0104 101000 
16 0001 0 0 UUUU 
# States of FSM 15 

   The Table III shows the probabilities (pi) of 
occurrence of each unique pattern [xi] in the data of 
Table II. Following simulation results shows the data 
compression and decompression using Huffman 
coding. The result shows the compression in memory 
location required for data storage. 
 

 
 
Fig.3. Simulation of the existing Huffman decoding system. 
 
    The Figure 3 shown above indicates the simulation 
result obtained for the existing Huffman coding 
system. From the simulation result it is observed that 
a total of 83.15μs is taken for the decoding of 
complete encoded data set. The signal ‘Test set’ 
shows the decoded data set retrieved for the obtained 
encoded data bits. 
 

 
 
Fig.4.Simulation waveform of the High speed Huffman decoding 
system.  
 
   The Figure 4 shows the simulation result for the 
final timing simulation result obtained for the 
decoding of the complete data set. From the 
simulation result it is obtained that a total of 43.75μs 
simulation time period is taken for the decoding of 



the complete data set. It is observed that about 50% 
of the time is reduced during the decoding process of 
the given data set using high speed Huffman decoder.  

 
V. IMPLEMENTATION RESULTS 

 
   The proposed High speed decoding Huffman 
coding system design and the existing Huffman 
coding are implemented on to the targeted FPGA 
Cyclone EP1C20F324C6 using Quartus II. The chip 
planner resource utilization of the targeted FPGA for 
the high speed Huffman decoder system results about 
63 % utilization, i.e. use a total of 13,280 Logic cells 
out of available 20,600 logic cells is shown in 
figure5.  
 

 
 
Fig.5. FPGA Chip planner resource utilization.  
 
  The Routing is carried out using FPGA Editor.  It is 
observed that the average interconnects usage is 31% 
of the available device resources and the Peak 
interconnects usage is 57% of the available device 
resources.  
 

 
 
Fig.6. Timing closure floor plan using  Chip Planner. 
 

   The Floor plan timing closure is shown in Figure-6. 
The timing closure report gives the Total cell delay = 
102.658 ns (33.86 %) and the Total interconnect 
delay = 187.876 ns (63.14 %) for the Proposed 
system. 
 

TABLE IV 
COMPARISON OF IMPLEMENTATION RESULTS 

 
Sl
No 

Parameter Existing 
system 

Proposed 
system 

1 Logic cell 347 563 
2 LC register 738 905 
3 LUT only LC 128 218 
4 Register only LC 133 160 
5 LUT/ Register 

LC’s  
185 185 

6 Critical Path Delay 316 nsec 309 ns 
7 Total cell delay 112 nsec 103 ns 
8 Total interconnect 

Delay 
191 nsec 187 nsec 

 
   From the Table IV it can be observed that the 
Proposed System requires more resources on the 
FPGA that the Existing Huffman system. 
   

VI. CONCLUSION 
 

    In this paper a high speed Huffman decoder is 
implemented using the concept of efficient 
partitioning of the multiple length code to isolated 
code register based on their length. The multi level 
Huffman decoder with multiple scan improves the 
scanning time for a test data set having less code 
length. We conclude that the High speed Huffman 
decoding system takes 50 % less time for decoding 
when simulated using Active HDL 8.1v and 33% 
more FPGA resources when implemented using 
Quartus II implementation tool compared to the 
existing Huffman decoding system.  
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